BB L» L A1
HERXEHBOEE (1)

V. FENHELASDHAHEER L G B MR LK

FHETIE, WS ohOERERY T, FOoMHBOSERTHLGE
METE S L2, 2 OEEMFERERSOTAH oW I ERORE
EORE— il ETEbhESLRPAETAL,

l.#&mmo HE

BEECRZTAFHEEOFZES S 223, 2 0AE, CHENH ok
ERANC Y » THRE 3 HETHNSEYPEWOBICESDZ, VP> VNP
EWSHEMSEHOTHY, (HERAD) BWENIEROGICES DR,
PP — PNP WS MRS 296 TH 5, HAETHNSHHRON
A0, VP> NPV 2nsHilazsbTah, i, &EBIEO
micks0y, PP—- NP P (c ®if4, PPii Postpositional Phrase %,
Pz, Postposition 23K4) VWS HANEZ»5TH 5,

ToLoi, BEEVI 30, FEECLITDRERIITED BN, A
RIYTH 2. 51, —EHEOAEEING 20 LFTaTy, 2O
RN AT OB & . F4 ORISR T¥E DX i
BTN S Db AR T, T, AT,

5 — NP Aux VP
NP - (Det} N (PP)
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VP -V ({iﬁj}) (PP)

i rpY

COTLERERNTER LT, MEERCH T 5 OEERAIlE WS
DL, ¥ 77 0B, 23b, FEBOERNOEEE W EE Ea-2icl
USRI S T &R .

T, GB HREH I 2FEOIMDIMRE S THA 5 i
ﬁf,ﬁﬁ¢®GBﬁ Tid, g0 Lo, BEXn ok
T, BLLAHACHEATO Y, IHERADFELRREL THENE

%o
EFOAKESUEERNTHRE 3O RERTEHROBS LR LTS B,
zoa)EE s XER b 5 isv, HE0HEE, ko X-schemata
RS,

(a) X'=XX"*
(b) X7=X"* X'

(a) OBRHNZ, EFEHTIE head-complement OEBIFF 222 & #RL TV A
Xz, N,2VAPR2ETHE, (a) ORARKRDCERE-TNA™,

VP - VNP
NP — N PP
AP — A PP
PP —» P NP

2%y, XFxid, HECTHWENPHOKBICES C & & GIEH) HryE
PHIEADOHRIZES & LIZERO—-F]Titie{, 7D head-complement
LS EED S L ARBMOBRATHA L EE2RLTINE,
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X5, O XEH% I(=INFL) % C(=complementizer) &l+v57z
JEERHBIC I T AL THEAT A S EBoGER, AR, oLz

e BT,
o
/\G |
/\
C 1*
NW/\P
/\
I

v

v

o schemata 3> 693 +, Complementizer ¢» that {3 head &, that %
BRIz EEsyi complement 235 L it h. §5 &, HGHETE comple-
mentizer TR L B 215 2 2 b X Ead 5 R Bl AR L
WAL ERIES,

—%, AEETR, X'=X"*X L125 schemata pi3I3 5 L H AL
LR TCHB, 2F h, JEFETIZ complement-head &35 ZEiFIC/z 5
b CThi, ARETCHEEVEHOTZE LD, SRVPHOIICES
D3 2@ schema Hh 20 56THB™,
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Lok 5, GB EE TIAEIRE, OEERAC L - TRSIZREL 30T
324, X Hid oI Er 3 b 0TeE A, Ud, GBIGRTE
head & complement OFRIIRIEIZ/NF A —F QA4 v FOVLRTIEL
THELLEELTOWAD S, head first EWV5 8T 4 —F DA A »F B
AT HEEIZ2 A L, head last ENWS TR —FDA4 »FRONNEH
AFBITIZ B L0 5 B, HREMOEFEOHE X #8554 =50
AA v FOLWNERL > THRDECEMNTEL, FEHICETZ T A -2
head } complement OEFHRHEICET A DLACE VL O0EHESTDH
B, FRLONIA—ZOAL v FONNTONAE E X MRk S
GEREE, flolEi - EHEOHEERIZARELELNTES 599,
ﬁ%%mtﬁ¢®é§%@%ﬁ@%ﬂ?%c&ﬂf%%ﬁf?&é%

BMEIRER T, == b rORBEOEN»E, 707 -0,
FILACHBEETORE S EEMET 5 L5 i, GB e Tid,
Universal Grammar %HET 2 EENEEELTO X Hige, R0k
NS A—2 DALy FORECLS D HBEEOHEZ MM 5 L
EMTELZOTE LG, FELNBINSE0 &, FBEOHECHL T,
GB i = o — b EOREICHST S b O FAZOTRENTS S
2

2. Modular Approach
GB #54Tit, RET Y- VOHERCE - TERSNIZE, R

Etc g5, Sells 0EELFIHAT A &, “A very important aspect of
(B is that it assumes that there are no construction-specific rules, and
this is an important departure from TG”™ &35 £ 2 THh %, Sells i3k
D& 5T T S,
A very important aspect of GB is that it assumes that there are no
construction-specific rules, and this is an important departure from
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TG; while TG has rules (transformations} of Passive, and Question
Formation, GB eschews this point of view. So, for example, Passive
essentially moves objects to make them subjects; it does not move
objects and make them prepositional objects, Exactly the wrong
thing to do, as far as GB is concerned, is to set up a rule, which
vou call Passive, which says to make an object a subject. The
GB point of view is not that movement to the subject must be
specified, but rather that movement to any other position must
be prevented. Thus the GB analysis of passive is that Move-a
moves anything anywhere, and that other independent (universal)
principles and constraints rule the example out unless the move-
ment happens to be from object to subject position. So passive
is the epiphenomenal result of the interaction of various aspects
of the grammar, these aspects being direct functions of properties
of Universal Grammar .... What e find in Universal Grammar,
then, is not a rule of Passive, but rather more abstract things Like
constraints on movement applying across the language as a whole.™

FARANC, ZEORERRY EFTCOC 23 TAHI I
FEEEIEN T, ZESCINIET AR S RHEEEBHAT 2L ECX
S TIRAEANA, Akmajian & Heny id, RO X 5 22HZEAEH (Pas-

sive Transformation) 534 6T 4,

Passive (Optional}®

SD:NP - Aux - V - NP
L 2 3 4
SC: 4 2>be4en 3 -- bytl

CORARIRO L S TR EXET T,
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3
e T ——
NP ! Aux ‘ VP
|Te[nse f \[f i NP
i ‘ '
the Colts E Pres  have en E beat i%‘]ets
1 i I T
3
m
NP | Aux ! VP
) PN
+ Tense IV NP
! |
! F NP
{ i
the Jets | Pres have en be en| beat by the Colts
4 1 2>beten ! 3+by#1

W9 &, ZRHZEEHANIIREINC 6 BENL2IRET 2 0B I2 3 OHRAT
Hh, BHETD B, fE-T, FEENEAPS TN 77 —DRETIES
SHTREI DB ST A EFABIES 5,

—7, GB ##iTit, SEHLREFEORED Y «+ & —OHAEIFHICL -
T XS, FlA, John was killed &5 S @ifk2I b FIFT
HL5. CONO D BEIIROL 3 TH A,

(@) [xr €] INFL be [kill John]
Move-a HSEM S 11, John BEFFOMBIHBL, KDL I 5 S FEELIR
g NB,

(b) [yp John] INFL be [kill t]

T S #EEss PF-component 225 h, %40 John was killed £105
ZEITE S,
Tid, EERFOIILFEEY7 2 —OPEERMHHDTHESS
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o GB HFT, BRAOBLEIFEEEEET 2 NP CRge5A200T,
John HEHL 2O CROMBIREE -T2 &, BEL B >LHTRREE
RO NERGRVENS By va— i bR N B, (JE-T, *was
killed John &1 3 FEri3EM I N2V, ) Movea it X h TEOMBCRE
95 L, EEDCMER INFL ik b Nominative Case # 5% 6 NA0D T,
John 3822 LM TE, M7 407 —2FRT5, 2%b, BELH
FUDICBETIOTS 3. £ John i1, 3 kill iz b Object 221
Uil Patient &5 ¢ AR &R D28, (a) DL 3 BRHCOFEON
BXdMBETHY (0Fh, COMEiE &M TEINL), John @
B o NEDL L § ME~NOEITH H, “Each argument bears one and
only one #-role, and each g-role is assigned to one and only one argu-
ment” 25 0EEERFIZ AN T VWA, £z, (b) © John BEBEHL M
BENIEM i, kill 203 SSREE I > THESERIRTE DY, “[ac)
must be properly governed™ &3 BRI EE L il a TV B,

Lo& 3T, GBIERTR, RWEOHIRRET 20O EORINI L
TENRES 7 4 VX —OEEEHIT L - T ERE s b, Bk

LHFLOTHL WL, 2% ), WRESRAHAKL > TTREL,
FRIRAIZ X T, ERINZDOTH 06, FEHNNELY 6 THIE GB
Hanld == — P IFEORICHELTA L VWAL S,

- BB A Bl

BB ST 2 A T B, RO g IOEA 2 h s B
AR T & 2. Bl AW, Ross 0 Complex NP Constraint {2, complex NP
PEiCEE N, o, complex NP5 EEZIR D HE L3 HiE%
BT BT ¥y, Coordinate Structure Constraint §, coordinate
structure 77 @R 341, P»2, coordinate structure I 5 EERHr b H
AW EWIER BRTV BT v, Left Branch Condition 3 %
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SOk T R ST, B0, LR B EERI Y e &
WS BRE RTINS LT ¥4, Sentential Subject Constraint §, H
#&lz, senicntial subject #7IH @A 2 h, A0, sentential subject i 5 1E
FBIYLY HRILO &40 D T BReC T B T F F 7510,

Ez A5, OB mEaTi, Ross BRI NS DRI EAELT
WEEINTUES . fIAKRE, ROILOIECEMR, I T, Complex
NP Constraint TS A Tuizad, GB M, WiHNEAOD—>Th
% Subjacency Condition 0HER & U THIAEN%,

*What did Bill reject [[the evidence]ye [that Jobn did]s]ye

TREH 52 L 5 what NP & 8 2103 ZoOBHEAL (@ &8 TR
FRTW3B) 2WATHBEL TN DO TLEOIFGEN T TH 5%,

S
COMP §(=a)
1 /\
NP VP
Bl VY NP(=$)
reject . NP 3
the evidence COMP S
[ John did w%at
et
11 I

4 5 —, Perlmutter o> Surface Structure Constraint 2t h RiF X 5,
CME—FEORBED 7 s 2 —ThH A, R2h, FERSELVSBHENL
HENTHEENHIEREFOIIEOTHBHS,
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{a) Who do you think saw Bill?
(b} *Who do you think that saw Bill?

(a) & (b) OWMLOIHEDEVIE, GB P T I “[a ] must be prop-
erly governed” &3 ¥R R THA I NG, HEL L L
HISFIE, BEDASTOEEOWHILIZIITEL, BNGOMHHL S
BT AL ETH D, RO 4 DOFISCTHAT 5%,

e
R
—

Wheo does John think Bill saw?

(b)  Who does John think that Bill saw?
{c)  Who does John think saw Bill?
(d} *Who does John think that saw Bill?

FoBIh 6433 L5 i, Hro B, that OFMT b 6 I
T EHTE 525, IO, that 35 2BATHID HEZV, T
Nk, FERIGRUICE 5 i€, HIUEOHEAIZIE, T OHEE ¢ 53 that D
LI3BIER L saw Lin g HQ%JE:EI T > TEEFHRES N Tis b, R
BETILTWAETHY, FEDIESIE, ZOHEE tIE, that a3r10ig
c@,Qmmm@tm;ofﬁmﬁ$éﬂfhé®C§ﬁ%ﬁﬁ%ﬁkb
T b E 2548, that BFEET 2840z, Comp 44t & that ©
sy, Comp f1D t HTEQHEM t ®# c-command TXF, -
T, FEOERt REEHERINZNC & h, IEOENL 2205 Th

bo
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()
who; does John think 8§’

TN

Comp S

15 NP INTL,

Bill AGR

(b)
who; does John think 8’

TN

Comp 5

1 that NP INFL

Bin AGER.

VP
vV NP
sec T,

i

N

Pproperly govern

VP
v NP
sée ‘t‘i

N>

properly govern
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who; does John think, &'

TN

Comp S
/\
t NP INFL VP
\ t AGR V¥ NP
properly govern sec Bill
(d)
who; does John think 8
t.‘ that i INFL VP
/N
1 AGR Vv NP
c-command L % 1 see Bill

Sogovern LApa

«* properly govern U /¢ i
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COX 5, MR TR, BRI A, SEORETGGEA
AN AESRNERTH -2, GB ER TR, HrofsricEAsh
SEEGE ¢, TTHERIEEY 7 4 v x — CHEIENE S R SR T B,
CCTH, ik, MEER=s I ORI, GBH==a b
B s AR EHS C AT E D,

4. HERR & EEE

485E 5T, B L GBERH O & ) & b & GB IERS B
CAREINT I B FRORN O W AL, & —Rl
BEEREIR - TVAT L B2EHT 5.

P AT b e 0 D —REI R B & LT iz Emonds @ Structure
Preserving Constraint (a transformational rule can move an element of
category C only into a position in a phrase marker held by a node of
category C¥) 1 GB H#HOBREFERCEE SN T %, Thomas Wasow
RO L 5 TN 5,

The reduced status of transformations in contemporary linguistic
theories can be traced back to the observation that a great many
of the transformations in the Standard Theory produced outputs
that were structurally identical to base-generated trees. For
example, a passive sentence like The dog was chased by the cat appears
to have the same constituent structure as an active sentence like
The dog was racing by the house. 'This fact led Emonds (1976) to
develop a theory in which a large class of transformations was
required to be ‘structure preserving.” This idea is manifested, in
a more general form, in the Projection Principle of GB.*

b. %i\&\: CT:. ‘EEEZ I}knﬂ’ﬂ
»o T Aspects-model 1T 5 B34 & LT Charles J. Fillmore 33537
#: (Clase Grammar) 24208 L, IEBEZIZBRIR (Agent, Object, Dative,
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Patient ) 23 LiZLdDTH B EFHE L. &, BBkt s
BN -7d, TOFEO MR LT GBI EbIATA
Ti 5, Newmeyer 3Dk 3 T2 TW 5,

Despite the lack ol success of case grammar itsell, most generative
syntacticians would agree today that any adequate theory must
include a characterization of semantic cases {or, as they are more
commonly termed, “thematic roles’”) and relate them to other
aspects of syntactic patterning. Indeed, in the current govern-
ment-binding theory . . ., thematic roles are at the center of one
of the subsystemns of the theory. Fillmore and the case grammari-
ans deserve credit for impressing upon the linguistic community
the importance of these roles.®

[T & iEmRER (Generative Semantics) {200V T 3 1A 5, New-
meyer }t, THE LEGACY OF GENLRATIVE SEMANTICS »EHL
TED X 5 R~NT B

While generative semantics no longer is regarded as a viable
model of grammar, there are innumerahle ways in which it left
its mark on its successors. DMost importantly, its view that sen-
tences must at one level have a representation in a formalism
isomorphic to that of symbolic logic is now widely accepted by
interpretivists, and in particular by Chomsky. It was generative
semanticists who first undertook an intensive investigation of
syntactic phenomena that defied formalization by means of trans-
formational rules as they were then understood. This led to the
plethora of mechanisms, such as indexing devices, traces, and filters
that are now part of the interpretivists’ theorctical store. Ewven
the idea of lexical decomposition, for which generative scrnanticists
were much scorned, has turned up in the semantic theories of
several interpretativists[sic]. Furthermore, many proposals origi-
nally mooted by generative semanticists, such as the nonexistence of
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extrinsic rule ordering, postcyclic lexical insertion, and treating
anaphoric pronouns as hound variables, have since appeared in
the interpertivist[sic] literature, virtually always without acknowl-
edgment.

While late generative semantics may have proven itself theoret-
ically bankrupt, the important initial studies it inspired on the
logical and sublogical properties of lexical items, on speech acts
both direct and indirect, and on the more general pragmatic
aspects of language become more and more appreciated as lin-

guistic theory develops means to incorporate them. The wealth
of information and interesting generalizations they contain have
barely begun to be tapped by current researchers.®

L5 Lo TOMNEOER PR VIAATS ENS T &, GBI
iz NIt — IR I 5 TV A 20 S TRTH 5 5,

6. HEARELTOXE

BRI C L EEOEEE LS LM I N L, AFRERNKES
gpmmEae s (Language Acquisition Device) 25— Tisb, #DEEEH
EEILL - TEEAFHBLTWLDIEE IR, 2%, AFDOFHUL, £
ERBB LR UVTEEORMRESVIERELTH D, &5 0o flFyicE
iRl Th, i, FHEOEETT S KL BEIL LN IGERREA
Tl tahis

L, Balds, Z0ERFEEELERER I ZL, 25
FEICHET AL ) REENEHIERE T i,

GB #31t, Universal Grammar &5 & @ % {FEL, % ® Universal
Grammar {3, RZHIFcd 5 DEBEOEENEIC 7 + bx —hbE5 &
FBATVD, THE, ERPEE, HRATOETOEEDONEETMTES
EWSLETHD, 25D, HARHERERTILLEWVIRT, HA0,
NI RA=EDAL 9 FOONET, ZTOMEEENENSLTELP5TH
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B, FlAME, &, REWED/ N2 -850, A4 2F 2 +b—HDOD 2>
LUL5, BiiwELTS,

2X2HXZAHKIHXIXZ2IXZX2ZXINK2=1024

L2, 1024DOEE TP BERANITEAL NG,

Dk 52U niversal Grammar (3, S8EETIREEI» AFbR Tz
LThHBH, BEZRES Roman Jakobson OZEFPHEAL TV RS ITHD
R RAS Sy o T

Trubctzkoy D&M, &4 K, TORENBHOTMEEHEIRT,
TORREEC T AAIZOH Jakobson Td 5, TaEMEEIBE N ITH
EET L%, Trubetzkoy L - THELDIZINN L LA TH S,
TRTOMNZY, FENTRZ L, 2EHN IO KRTCE22E, L
BT, EONILE, HBERENFHEO (] ik [FRE] ©
Lo TERLTCLENWTELZE, T4bL2EMECHETE (binarism)
ZHETULIZO, Jakobson Gha, 5 U7, it iif, TEE]l 07
FA(H)ENE, w452 ()RE-T, /b) & /pf LodrERTC
ENTEBDTH S, Jakobson X, L OFEMICE &I T, TEHY
212 O 2 WIS L  (Vocalic/Non-vocalic, Consonantal/
Non-consonantal, Nasal/Oral, Compact/Diffuse, Abrupt/Contin-
uant, Strident/Non-strident, Checked/Unchecked, Voice/Voice-
less, Tense/Lax, Grave/Acute, Flat/Non-flat 5k ¢ Sharp/Non-
sharp), Z@12MO 2 T 2EAT 00 C(EEILL-T, ¢hio
MUOER, BRE\EES 20D, RFOTRTOSHEOEHES
BT A EWMTED E LIS,

GB I DEHES 7 4 v & =085 2 — & PERBCISIT 5 2 el
s b DEEANE, GBE#Hbie - T 5 Universal Grammar 032
AREDEDOATHET LMD b,

554, HEOGBIHR TR, FOL58.3 40— 228742000
FETEZLY, BERMIT, REE 7 08 —-L285 X =212k Y, {tFH
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DEEEOIREPEHEBENCEIRT LW TE S,

L 55 A, EECEBEICTRIT R LLEESHE L, 2 0 5id Chomsky
L8vh Tk h, Chomsky 3, Universal Grammar /35 A — &2 DA A
g~ AT CH B3 K5 % core grammar, 7 5 TR LK, SEHLTE
A AT BV 2 periphery EIFATRML TN %,

UL, EEE2EHRFZ L2 TIES ST, CORNETHTE
h, —FEORTTHS, = 2— F FHER core & periphery ORI T
THBHH, 2T core Th do FT0, ST marked & unmarked #
HAlT 5%, coks 2K BARETRINTES 5,

GB #ECEE 2 48E % 22 3ER HER (lexicon) 2i periphery iZ5 %N
%04 ETH 5, D@ subcategorization, selectional restriction, 1T
WLTHOL 3% 6 BE%2EE3 50 &0 585, EREFTCKT S lexi-
cal entry REIEH SN Tish, 2N 6 OFEERNARMICL Y, o LD
AVOERIC B s 5T, Fi, 20O, AFEEREL
FEZZAZDTHAPE, ERIASBIGEOPERIEEZ LD L C LICE5,
L L, zoZzBiiz Universal Grammar & UTEDNR G OTIES
L, BEMAEGUTEATOPREZLLVIOTHE, COMR, THT
BRELTIHREPELATNWEICE - TRATZREETSH 5, 2T,
WAk, GB Wi iE2 MR UTELALNSTHS DD,
2=, FH RV TES 5,

V. £&»EMES

EREL, EPFRANOEECEA, £ ORAORES LRI 44
TP o TTNTONENLE 2 ERL, EGENERER LTS
EZATWZ, UL, ZHRREENOEEC LOBMTH Y, £ OHRA®
EEE, FNORS ZERLIZD DT EZ T

zhid o<, GB ERIZEENEFEELE 7 + v 2 —DHEEA T, JUER
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BB L, HOENZ 2R, M RR a5 Rk
TREMEANEREITSRTET, 3BT, NI —40IWFITLh, 2HADS
HDMEERmELLD S 5:7_[;‘;‘%'?:"5%% 2TWVWa, §LE5ERE, =a—1¢
NEPEFTHOWHITH 5 & 5 i, GB % (Principles and Parameters
Theory} I &FIMONEMRL 0 ), HEANET= o~ by HESEDTH
ANMEFREEETIEDZCLERSITA5, o% b, AT INE
LTETZNThd, [RB] LTE0THY, [FEl LTV &E-T
T TESS
Lirl, GB EMisiBlEI = o — P U NFEOBRBIETHEHII TIERL,
ESPRHEBI 2 =2 — v RO 5 R 30HHAETS 2 803 BT
o EFTERE, GBHEHEZ, SFE0HADS IS BSOS
BWpLTWEIZHTE S, Cook i, ROL 5 1T~ TL 5,

zu’

I will nevertheless mention some personal reservations as a non-
syntactician. One is the jump from the Universal Grammar
concept to the Government/Binding framework. While the claim
that UG is a theory of principles and parameters is powerful and
attractive, these are not necessarily coterminous with the actual
constructs used in the Government/Binding framework. Much
of the current framework seems highly relevant to UG, for instance
X-bar syntax and the head parameter; some parts deal with small
areas, such as Control Theory. T have sometimes felt a mismatch
between the broad exciting aims of UG and the triviality of some
of the details. Even compared to the generative grammar of
twenty years ago, the syntax covered is narrow and specialized;
one finds little discussion of the imperative, of negation, of tag
questions, for example, all of which used to figure prominently.
While it is truc that these are separate topics or ‘rules’ rather than
principles and so do not directly concern the theory, many involve
conncctions with the principles that need at least explicit dismissal
if not discussion; the nature of the subject of imperatives, the
binding of the pronominal in tag questions, the location of negatives
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in X-bar syntax, and many more. The theory is not just about
syntax as such; it is obsessively concerned with certain areas of it,
such as the subject. Other areas may be important to UG that
are not as yet dealt with. The narrow concern with certain topics
means that often the examples used savour of special pleading.
One sometimes feels the same sentences and constructions self-
perpetuate themselves in the literature, and are potentially mis-
leading because they take a single point without fitting it into a
larger picture. Structure-dependency, say, is illustrated by vari-
ations on the sentence:

*#T5 the man who here is tall?

such as:

*iestid el hombre, que contento, estd cn la casa? (Chomsky,
1988, p. 42)

This stands for a large number of possible sentences and of possible
constructions to which structure-dependency applies; it is a per-
fectly legitimate example. However, take the recurring example
of the reduction of want io to wanna that betrays the eflects of
the invisible ¢ on the phonology. Not all speakers of English
observe this distinction; it does not apply to all verb and fo com-
hinations; it is not set in a background of how the other weak and
strong forms in English are affected by #; it is not related to a
broader account of contraction in English or other languages;
in short it appears to be an isolated example chosen because it
happens to support the point in question. The counterargument
would be that most of these objections are essentially about E-
language; the fact that wanna reduction occurs somewhere needs
to be explained. Yet while such examples can be used oc-
casionally as apt illustrations, it seems suspect to repeat such one-
off examples to prove the same point time and again when UG
aims to go beyond the idiosyncracies of particular constructions,
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F 5T, GBHEHTI, FEORADY 4 v & —bHERINTLAY, 7
NORFELLEOTELY, 7, CALAELARMTH 5, ChTIH,
Sa— b IENEARE LD TV L s RAEREESTEDI LR
EOSTVATHETH 2, 12170, BEE LTI, £mgEr, ABESEST
BPERTELI WERIELZAILLTVIDTH S,

Pz

73 Noam Chomsky, Barriers, p. 3.

74 (a) DRBDETOERIRD £ 2123 Tid v, o L T,

B GTRCP EdEESN, MBSED S i TaA. IMRIP 2y, R
DS EiEME A, N* iz NPig, Vi3 VP ic#g3 5, CFf Noam Chomsky, Bar-
riers, p. 3.

76 HAEZFECIE, BE (=135 7% head 742458 complement 2475 & 21278
Ao 2% b,

PP

NP Postposition

(complement) (head)

77 %2 C Chomsky |3, dspects of the Theory of Syntax (Cambridge, Mass.: The MIT
Press, ¢1965), p. 1187, Greenberg @ universals (Joseph H. Greenberg, “Some
Universals of Grammar with Particular Reference to the Order of Meaningful Fle-
ments,” Universals of Language, ed. Joseph H. Greenberg (2nd ed.; Cambridge,
Mass.: The MIT Press, c1963, 1966}, pp.73-113.) % “‘statistical tendencies” * A.7¢
Lichi, X#sgsFmIgcid3/93 24— MENEITIE, Greenberg O universals 21
BETITNT Ehh b, fIAE, X'=XX"* T, head-complement >3 8
H%FEL, Zhid VP> VNP & PP —» P NP &5 EESHT A5, i
Greenberg @ VSO MO FEFIRABEAT 2 45 universal 2HEIR 5L,
F1z, X'=X"* X 3! complement-head &\ 5 EEEPHFL, Fhdb, VF-NPV
EPP - NPP X 5EFEMETZDE, Greenberg @ SOV BHIOEEIIEBER
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HHY 4 X5 universal EH IV 5, ¢ 5L TAD L, Greenberg ¢ universals
1t “statistical tendencies” T30 ¢, EHic universal 25 DEE L AT LN
5 EiiEA,

78 Peter Sells, Lectures on Contemporary Syntactic Theories, p. 22.

79 Ibid., pp. 22-23.

&0 Adrian Akmajian and Frank Heny, Ar Infroduction to the Principles of Transfor-
mational Syntex, p. 153, TORAER D E &R 5 O5[Ho
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Synopsis

Generative Grammar and History of Science

Satoru Nakai

Noam Chomsky has consistently maintained that linguistics (genera-
tive grammar) is a part of natural science and that the method of
linguistics is the same as that of natural science. Though we are not
sure whether this claim is justifiable, it will be useful to compare the
development of Newtonian dynamics from Aristotle and with that of
generative grammar,

Aristotle’s and Ptolemy’s astronomy argued that the earth was the
center of the universe and the other heavenly bodies moved around
the earth. Copernicus argued against this idea and proposed the
heliocentric theory which says that the sun is the center of the universe
and the other heavenly bodies including the earth move around the
sun. Kepler further modified the Copernican theory and proposed
three laws, These three laws are phenomenalistic and capture only
the superficial regularities of the movements of the planets. Newton’s
law of gravitation is further modification and the true universal law
which applies not only to the movement of heavenly bodies but also
to the free fall on the earth which Galileo Galilei tried to explain,
Newton’s laws are universal and predict all the movements of all the
matters in the nature.

If we review the development of generative grammar from the point

of view of the history of science, we find that the Standard Theory
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including Extended Standard Theory corresponds to the Keplerian
astronomy and the GB theory corresponds to the Newtonian dynamics.
The rules and constraints proposed in the framework of the Standard
Theory are phenomenalistic and applicable only to individual lan-
guagés. On the other hand, the principles and parameters proposed
in the framework of the GB theory are true generalizations concern-
ing human languages and universally appliacble to all human lan-
guages. We could conclude that from the point of view of history of
science, generative gramumar is now reaching the stage of Newtonian

dynamics.



