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Models are created in order to simulate and solve real-world problems. Linear models
have a similar purpose. The more a model describes the actual condition, the more effective it is as
a reference while making decisions. Linear models are widely applied in practice and quantitative
research fields because they are easy to understand and interpret. However, problems in practice
or research are complicated, requiring these models to be modified; for example, the number of
variables is increased compared with the original model, assumptions are added to the models, or
constraints are replaced. While limitations on statistical techniques, such as a lack of follow-up
models to solve problems, or theories exist, there is no fixed method that can be applied to modified
cases, or the estimation method exists but has many restrictions that make it difficult to apply.

Within the scope of this dissertation, we aim to make two key contributions to the
multivariate linear model literature with these complex models expressed through structural
latent variables:

® In Chapter 3, we propose an estimation method for a linear model containing

numerous independent and dependent variables that all have errors. It can also be
seen as a modification of a multivariate linear regression, wherein the number of
dependent variables is increased and assumptions pertaining to errors are added to
the model.

® In Chapter 4, we focus on a more complex model, namely, structural equation

modeling (SEM). Essentially, SEM is a set of multivariate linear regressions wherein
the dependent variable in one equation can be an independent variable in another
equation and vice versa. The estimation method proposed in this chapter is a
constraint improvement for the generalized maximum entropy (GME) for SEM.

Before going to key chapters, a general context is also provided in Chapter 1. Finally, we
present the conclusion to summarize the major contributions of the proposed methods in Chapter
5.

In Chapter 3, we propose a multivariate multiple orthogonal linear regression (MMOLR).
The MMOLR expresses the relationship between two sets of dependent and independent variables.
The MMOLR especially considers the advantages of the errors-in-variables (EIV) model, that is,
the errors are included in all independent and dependent variables. Consequently, the assumptions
of the model are easy to satisfy in practice. Our contribution is deriving an estimation method. It
is in this context of total least squares that we reveal the relationship between the MMOLR and
the canonical regression model.



Next, in Chapter 4, we derive a novel estimation method for SEM. SEM is widely used in
many fields such as psychology, behavioral science, and marketing, to measure unobservable
concepts and explore complicated relationships. Over the past four decades, especially, the
maximum likelihood (ML) has become the predominant estimation method for SEM. However, this
method relies upon sample size to ensure a normal distribution for data and non-negative degree
of freedom: The more complicated the model is, the larger the sample size that is required. This is
particularly evident in the present world, wherein researchers must consider increasingly multi-
parameter problems. This increase in concepts gives rise to an upsurge in relationship paths. At
the same time, research subject matters and/or populations with sensitive issues (e.g., managers
of enterprises or patients with social diseases) present challenging barriers to data collection.
Therefore, an estimation method that does not require assumptions on data distribution but works
with minimum sample sizes is necessary. We contribute to this by proposing a new estimation
method, the K-means GME for SEM. The K-means GME-SEM can reduce the volume of
calculation and redundant constraints through the K-means centroid as a representative for data
In consistency constraints. The simulation results also confirm that the new method improves the
appropriate goodness of fit. Although there are many limitations to the proposed method, the

results of this study are a major step toward a new approach for an information-theoretic-based
SEM.



