recursionz ¥ { - T

1 FC®I
1.1 recursion% & <% Fwfr
Science?£20024F-11 J122 H 5 "TMarc D. Hauser, Noam Chomsky, W. Tecumseh
Fitch® =412 £ % “The faculty of language: What is it, who has it, and how did
it evolve?” 338 F SN CTLIR, recursion (FHEME, HRME) 20 o TEHL
DFEFOVITONTE 720 (ZOHIIEFAMIZ=ZANOHHOTL T % &£ -
THCFEIFIEN TV A DT, ARTH, TOML HoHWIE, ZO=A%
HCFEERLT A LT 50) 728 21, recursionz 7 —<IZLTUTD &
WCERHEORENTIIT SN TV D, S OmTER, T,
recursion® 7 — VI L7CRENEITRMES L, TORMHETOREZ T LIS
L7z2bDTh 5,

Sauerland, U., & Gértner, H.-M. (Eds.). (2007). Interfaces + recursion = Language?:
Chomsky s minimalism and the view from syntax-semantics. Berlin: Mouton de
Gruyter.

A, 20054E12, Chomskyh™™)V Y ¥ ZHNBICHMEI Y VR

VY LTORFEEDIZDLDTHLEDI L TH D, ChomskyDfif &
NANDOWZEH DFERPBRE N T %,

van der Hulst, H. (Ed.). (2010a). Recursion and human language. Berlin: De

Gruyter Mouton.
AL, 2007412, ¥ NV EE(Pirahd) 2 idrecursion -3, L7z
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- T, recursiontd & M EWAHFEIZEE LD TH S &\ ) HCFOGHIZ
THEFTEX v & EiE L TV ADaniel L. EverettlZ & o Tyl S 7z, AR
FREIZ BT Srecursion® 7 — < I L7CEBR AT ORRIIEAED Rk
T 5bo M Dvan der Hulstd, “It is perhaps fair to say that the conference
call invited participants to take a critical stance regarding the claims in, or
attributed to Hauser, Chomsky and Fitch (2002) and this is certainly reflected in
the present very interesting collection.” (pp. xvii-xviii) & 78-<XTwW 5 X 9|
SiklE, MR HCFICHHMZ b DO TH 5,

Biolinguistics Vol. 5, Nos. 1 & 2 (2011)
Biolinguistics &\ ) HEREIZZEARIZIZI =~V AN - T U r I ADY;
& o TWb, ZDBiolinguistics Vol. 5, Nos. 1 & 2 (2011)(drecursion % fF
EL1G5THS,

Roeper, T., & Speas, M. (Eds.). (2014). Recursion: Complexity in cognition. New
York: Springer.

DL, 20094F5 H |2 University of Massachusetts, Amherst T il f# & 11
ZEBEEETORRIIEDCLDTH 5,

Lowenthal, F., & Lefebve, L. (Eds.). (2014a). Language and recursion. New York:
Springer.
CORYL, recursionk T — V& LR BETOFEMICED CHTETH 5,
7 ay =74 7 AT %L, KEOSMEDP HFEITNIZAZS
DEFEORIL, BETOHROEOWTHEL R LETHL ERE T
BT RT W5, (p. vi)

1.2 Hauser, M. D., Chomsky, N., & Fitch, W. T. (2002). The
faculty of language: What is it, who has it, and how did it evolve?
Science, 298, 1569—-1579.

recursionlZ BT A E UG E 572 X o DFAHCFTHLDT, 3, 20



recursion = 5T 127

WL ONEZEH L TBEL ORI NTHL ), !

HCF T, AMOSFEERES I (faculty of language) %, JA\EKTOSFEEREN
(faculty of language in the broad sense, FLB& B&3 ) &V ERTOSRERE
(faculty of language in the narrow sense, FLN & B43) D D240 T, SRV EE
TOSRERI 2 IF#O T % Dldrecursion TdH 5 LT 5%,

PROEIRTOFFRIEIIZRD &) IZHH STV 5,

Faculty of language—narrow sense (FLN). FLN is the abstract linguistic
computational system alone, independent of the other systems with which it
interacts and interfaces. FLN is a component of FLB, and the mechanisms

underlying it are some subset of those underlying FLB. (p. 1571)

FLNO ¥ — & 7 ZHEREFRIIFE Y A7 4 BV ER TOsyntax) TH Y,
COETH Y AT AR T Brepresentation?s, HEHI AT LI L o TEE -
EHOA V=T 24 AEREN, BRVAT LI LTS - BROA
Y —=T7x A RIGEEN D, £ LT, FLNOM & 7 5 Fkidrecursion T
B2

We assume, putting aside the precise mechanisms, that a key component
of FLN is a computational system (narrow syntax) that generates internal
representations and maps them into the sensory-motor interface by the
phonological system, and into the conceptual-intentional interface by the
(formal) semantic system . . . . All approaches agree that a core property of
FLN is recursion, attributed to narrow syntax in the conception just outlined.
FLN takes a finite set of elements and yields a potentially infinite array of
discrete expressions. This capacity of FLN yields discrete infinity (a property

that also characterizes the natural numbers). (p. 1571)
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HCFIZ, SERENOENMICEH L CEZ20#HAEZ O b L LTWADS,
e & 23 H$ 5 DL DHypothesis 3TdH 5 o

Hypothesis 3: Only FLN is uniquely human. On the basis of data reviewed
below, we hypothesize that most, if not all, of FLB is based on mechanisms
shared with nonhuman animals (as held by hypothesis 1). In contrast, we

suggest that FLN—the computational mechanism of recursion—is recently

evolved and unique to our species . . . . according to recent linguistic

theory, the computations underlying FLN may be quite limited. In fact, we

propose in this hypothesis that FLN comprises only the core computational

mechanisms of recursion as they appear in narrow syntax and the mappings

to the interfaces. (p. 1573)

ZOIRFH T, recursion& W) FIHE A A = A 4lde W) FEIZEAE TH
), FLNldrecursionk WO L BB H AN = AL IT &G EEINT
Wk, 2O LD IO IZrecursion-only hypothesis & b IFIEIL S & & 23
Hbo

1.3 SRz 0 2

DL EDHCFO MR 2 NERRNTH 255, [APMEL 2o THEDTHAH
o

recursionlC B L CEM I N TWE 2 T ZoH %, £73, b 2D
recursion & (AN TH %o T OHHIL, HCF2recursion® FIFEIZEFE L TWw
LWL IZEFEbN TV, 3

b ) —ODMEIE, HCFAS, “acore property of FLN is recursion, attributed to

narrow syntax”, @ % 3, “FLN—the computational mechanism of recursion—
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is recently evolved and unique to our species” & 5> T\ 56 Z & THh b, HCFOD,
recursionld & b L WA FHIZEH DS DTdH 5 & L7z 2 DG (recursion-only
hypothesis)2SIE L W22 & 9 22O Th 5o

L4 AIEOHBY

COTOOMBIZE I L ZMETIE S, UK BENEDD B,
recursion’® &9 £ 5 2> Trecursion e b & WA FHIZEH D L DOH) &9 H
WS TL DO THbD, KD HIIE, &ADOMETD Srecursion?D g
HHAME L, HCRIZZDOEHF IR h o 7205 HEOHo>TWn2
recursion & W) JHED ML, I =< YA FOUFSLEMELSD) AT
HCF2S T 5 2 & 2 EREICHABGVIIEIC 25 2 L 2R3 2L TH
%o

2 Hauser et al. (2002)Drecursion D EFLASNHETH 5 2 &
HCF%'recursion% BFEIZE SR L 72 02> 72 C & Direcursion @ 0 " % ifam = 17
LS TnE LV BERIIBE L H L, TNOHRERIFZATNT I,

2.1 Tomalin, M. (2007). Reconsidering recursion in syntactic theory.
Lingua, 117, 1784-1800.

TomaliniZrecursion & V> 9 FIFEAM LN CE-RGEZHH L 729 2 C, il
|2 7% = Trecursion?stopic of extensive debatelZ 7% - 7zFLHI 1L, recursion& V9

FEDERDVELRTH LN ETH D EBNTWVD,

Given the discussion in section 2, though, it should not be surprising that
the Hauser—Chomsky—Fitch (HCF) hypothesis (as it currently stands) is

potentially ambiguous, and it should be obvious that this ambiguity is caused

primarily by the confusion that has enveloped the term ‘recursion’ since the
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late 1930s. (p. 1796)

recursion& V) GEIZWA WA LGB TLURIPASHEH INTETBY, s
NOFBHTEDOERT L EZAHI0E ) DITMRTH D,

2.2 Kotowski, S., & Hartl, H. (2008). Recursion and the language
faculty: Over the evolution of the concept in generative grammar.

Z DL Dabstract T, FH72H 1L, recursion® O < 5 i = SO 1) T
% Dldrecursion &\ ) JIFEDEEDRILL TWAH I L TH D LB TWV 5,

Recursion has been a central feature of syntactic theory in generative
grammar since its establishment in the 1950s (Bar-Hillel, 1953; Chomsky,
1956; 1957). Yet, since the highly influential 2002 paper by Hauser,
Chomsky, and Fitch, and their strong hypothesis regarding the outstanding
status of recursion in language, there has been a renewed interest in the

subject. The ensuing debates, however, have been characterized by severe

terminological confusion and thus been rendered futile at times. (p. 1)

2.3 Coolidge, F. L., Overman, K. A., & Wynn, T. (2010). Recursion:
What is it, who has it, and how did it evolve? Wiley Online Library.

Coolidge et al.lX, HCF?Srecursion HIfEIZEZR L ko7 GEFT H D%
BNz ?) ElRTnB, ¢

They [Hauser et al. (2002)] also failed to define recursion explicitly,

other than stating it was part of a computational system that generated
internal representations that mapped onto a sensory—motor interface by the

phonological system and onto a conceptual—intentional interface by a formal
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semantic system, enabling ‘us to communicate an endless variety of thoughts

0 (p. 1574).

2.4 Fitch, W. T. (2010). Three meanings of “recursion”: Key
distinctions for biolinguistics. In R. K. Larson, V. Deprez, & H.
Yamakido (Eds.), The evolution of human language: Biolinguistic
perspectives (pp. 73-90). Cambridge: Cambridge University Press.

FitchH &%, HCFOEFEHEZ DO— N TH S 7%, recursion® O A ik <
B CTrecursionPIEEICER SN TB LT, WAWALEHRTHLNAL TN
LR RT W5, 3

There has recently been a resurgence of scientific interest concerning the
importance of various types of phrase structure in human language, and their
potential presence in other species (Hauser, Chomsky, and Fitch 2002; Fitch
and Hauser 2004; Everett 2005; Fitch, Hauser, and Chomsky 2005; Pinker
and Jackendoff 2005; Gentner et al. 2006). Following Hauser, Chomsky,

and Fitch (2002, HCF hereafter), many of these recent discussions have used

the term “recursion,” but the term has rarely been defined explicitly. There

are several possible interpretations of this word, which is used somewhat

differently in different disciplines, without there being one universally

accepted scientific definition. With the recent advent of intense inter-

disciplinary discussion of these issues, it has become clear that several
different interpretations of the term are being used interchangeably. We seem
to have reached a point where serious misunderstandings are in danger of

propagating through the literature. (p. 73)

2.5 Jackendoff, R. (2011). What is the human language faculty?:
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Two views. Language, 87, 586-624.
Jackendoffd, HCE#AS, I =<1 AN - TUT T L EMergellENET I
recursion?’)FLN@Dcore TH % £ o TV 5 LR RT\W 5, 6

The minimalist program reconstructs syntactic theory around Merge as

the central computational operation. Without specifically mentioning the

minimalist program and Merge, Hauser, Chomsky, and Fitch (2002) propose

that FLN consists solely of the ability to build syntactic structures recursively,
plus the mappings from syntax to the ‘sensory-motor interface’—the auditory
and motor systems in language perception and production respectively—
and to the ‘conceptual-intentional interface’—the formation of thought and

meaning, or what I termed ‘general intelligence’ above. (p. 591)

2.6 Speas, M. (2014). Recursion: Complexity in cognition. In T.
Roeper & M. Speas (Eds.), Recursion: Complexity in cognition (pp.
ix-xxi). New York: Springer.

Speasld, ZDOARDFELT, HCFOIRH % 9 D kailE, recursion? EFEnD
T W LIZ L > TRAELL T0a LB RTWw b,

That property, they [HCF] claim, crucially involves recursion. Much of the

debate surrounding this claim has been hampered by a certain lack of clarity

in the definition of recursion. (p. x)

2.7 Lowenthal, F., & Lefebve, L. (2014b). Are there any relations

between recursion and language? In F. Lowenthal & L. Lefebve

(Eds.), Language and recursion (pp. v-vii). New York: Springer.
NI ZDOERDFLTH %A, £ DOH T, Lowenthal & Levebveld,
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recursionx ¥ { b ifkamldd 5 A, recursionVNIEFEIZER STV AR WVWEE -

Hauser, Chomsky & Fitch (2002) claimed that the faculty to use
recursive processes is the unique difference between human and animal
communication. This position is contested by certain authors (Pinker
& Jackendoff, 2004; Gervain, Macagno, Cogoi, Pefia, & Mehler, 2008;
Hochmann, Azadpour, & Mehler, 2008) but approved by others (Premack,
2004). Fitch and Hauser (2004) showed that tamarin apes and human adults
react in the same way to violations of a Finite State Grammar (FSG—
a grammar based on concatenation) but that tamarin apes do not react to
violations of a Phrase Structure Grammar (PSG—a grammar based on
non-tail recursive hierarchies) and claimed that this was evidence that
nonhuman animals do not have access to recursive processes. Gentner, Fenn,
Margoliash, & Nusbaum (2006) worked with songbirds and claimed the
contrary, but Corballis (2007) considered that none of these papers provided
us with conclusive evidence of the presence of recursion in nonhuman
animals.

Nevertheless, the above mentioned authors did never specify which exact

definition of “recursion” they use. (p. v)

2.8 Watumull, J., Hauser, M. D., Roberts, I. G., & Hornstein, N.
(2014). On recursion. Frontiers in Psychology, 4, 1-7.

COFEFHI-HL, FinFHE 725 Dconcept of recursionidconfused Th % & il
RTWh,

It is a truism that conceptual understanding of a hypothesis is required for
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its empirical investigation. However, the concept of recursion as articulated

in the context of linguistic analysis has been perennially confused. Nowhere

has this been more evident than in attempts to critique and extend Hauser

et al’s. (2002) articulation. These authors put forward the hypothesis that

what is uniquely human and unique to the faculty of language—the faculty

of language in the narrow sense—is a recursive system that generates and

maps syntactic objects to conceptual-intentional and sensory-motor systems.

This thesis was based on the standard mathematical definition of recursion

as understood by Godel and Turing, and yet has commonly been interpreted

in other ways, most notably and incorrectly as a thesis about the capacity

for syntactic embedding. As we explain, the recursiveness of a function is

defined independent of such output, whether inifinite or finite, embedded or
unembedded—existent or non-existent. And to the extent that embedding
is a sufficient, though not necessary, diagnostic of recursion, it has not been
established that the apparent restriction on embedding in some languages
is of any theoretical import. Misunderstanding of these facts has generated
research that is often irrelevant to the FLN thesis as well as to other theories

of language competence that focus on its generative power of expression. (p. 1)

FBIZIER D X 912, HCFDrecursionlI FF12 BT HrecursionDEFRIZ I -

THY, Watumull et al. b £ D Z & Z 354 L TV> 5 (“This thesis was based on

the standard mathematical definition of recursion”). & Z 7%, HCFDrecursion

PO ER TR S M, 83 5 Trecursion?’embedding & fER S N TV % &

Watmull et al.{Z78-~X"C\» % (“has commonly been interpreted in other ways, most

notably and incorrectly as a thesis about the capacity for syntactic embedding”)o
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2.9 Al-Mutairi, F. R. (2014). The minimalist program.: The nature
and plausibility of Chomsky s biolinguistics. Cambridge: Cambridge
University Press.

Al-Mutairild, ChomskyZ#tH] L TWA57HTH H 05, Hix, £9, “Merge/
recursion” & V2 ) I A o> T\ 25,

As mentioned in several places above (especially in Sections 2.3 and 2.6),
Chomsky subscribes to the view that Merge/recursion may be the only

property that is unique to humans and to language. (p. 191, note 11)

“Merge/recursion” &\ 9) FKil%x 35 &\ T & Idrecursion & Merge & fiFFR L
TWBLEIZLEERLTWADTHA ). LoL, ChomskyhMerge TR T 5
Z & EHCFArecursion CEIET 5 2 LAl —2 & W) MEYEH 5. Z DX
DIEBR 7 O TIRELAHE LT % & Al-Mutairild 5 9 o

On the basis of the above remarks, one might be inclined to conclude
that FLN is, mutatis mutandis, identical to UG (i.e. Factor I). However, the
qualifications that are required by the mutatis mutandis clause have empirical
implications that are too important to ignore. This is particularly so when

one asks whether what Chomsky means by “Merge” is what Hauser et al.

recognize as “recursion.” It appears that the latter is much more general

and inclusive, assimilating a range of technology beyond Merge into the
language-specific recursive device. If this is true, as I will argue in the next
chapter, it follows that the claim that FLN contains only recursion will have
empirical content different from that of the claim that UG contains only
Merge. As the next chapter will illustrate, it is through failure to appreciate

this point that the recursion-only hypothesis has created considerable
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confusion, not only among critics, but also among supporters. (p. 81)

Z Z TCAIl-Mutairi?®, recursiontd“much more general and inclusive, assimilating
a range of technology beyond Merge into the language-specific recursive device” &
FoTWALZEIZEHL L9, recursionidMerge Tl 7 <, Mergeldrecursive
deviceZ L TW2DTH %, ¢

3 recursion® D DFFEFR

HCFlZrecursionZ FHTEIZEFE L TV WD TH 57205, BB EoIHIIF UL,
recursion & V) HFEOFRICIZT =2 H 5

— D OffHlrecursionltembeddingTH 5 &) b DTH 5, LK% HI
L L CEverett ZH(Y) FIFX 9. Bverettld, 7~V OEMTHEINTWVLE
ZN 7 EEIZ Idembedding 237\ O T, HCFDGEH(“FLN comprises only the core
computational mechanisms of recursion”)IZBZ. L2\ & FIRL TV B EHETH
%o Bverett 20050 D ¥ ¥ N VEEOWIZEE L TREMNZLDTH DA, 2
DL Tldrecursion& W ) HFEIIEH SN TH 5T, embedding& V29 HFE
HE SITH Y, embeddingld, “putting one phrase inside another of the same
type or lower level, e.g., noun phrases in noun phrases, sentences in sentences, etc.” (p.
622) L B SN TV A3 Th 5o

Everett?Srecursion & V2 9 FIFEZMEH L, 2, recursion® embedding & £
L T % BlldEverett (20072 5115

Recursion is a property of algorithms generally. In its application to

linguistics, it implies that one unit (word, phrase, or sentence) appears in

another unit of the same type. So ‘John's brother’s house’ shows that the

appearance of the noun phrase ‘brother’s house’ inside (at the position of

‘x’) the larger noun phrase ‘John’s x.” Or ‘the man who is tall here’ contains
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the sentence ‘who is tall’ inside the larger sentence ‘The man is here.” As a
further example we have ‘truck driver’ which contains the two words ‘truck’

and ‘driver’ inside a single larger word. (p. 298)

FEHERIEG O A L TlE, S = NPVP, VP — V S& w7 A i % i
FAUL, SO T E T, [s John believes [s the dog sleeps]] & \» 9 $illwd A
MEDPIRE SN D LB LOFITHDIAENLDTH L, TIHMEHERFRT
recursion & FEENL T2 D TH %,

b 9 —7, recursion¥embedding& R L T2 1% H1F L 9. Pinker &
Jackendoff (2005)Td %, Z DFH3CIE, Hauser et al. (2002)~D [ FiZe D Tdh
%73, Pinker & Jackendoffh¥% Z C\» Arecursionidembedding Td % 5 °

Recursion refers to a procedure that calls itself, or to a constituent that

contains a constituent of the same kind (p. 203)

Recursion consists of embedding a constituent in a constituent of the same

type, for example a relative clause inside a relative clause (@ book that was
written by the novelist you met last night), which automatically confers the
ability to do so ad libitum (e.g. @ book [that was written by the novelist [you

met on the night [that we decided to buy the boat [that you liked so much]]]]).
(p. 211)

b ) —OOfFIZrecursionidMerge (fFE) DV RLBEHTH S &)
DD TH 5o Nevins et al. (2009)1d, I =<1 A b LA S, Everett (2005)
PH LT, BN UEEIZ brecursionlIFHET S L ERL TV LHLTH
LD, FOHFT, HCEF Tl T BrecursiontdMerge D 1) & L &
L THY), embedding® T & Tld7 & ak_XTWv: %, Nevins et al. (2009)id,
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Merge23 i DR LEH SN A Z L IC X o THBHZUPERINLDTH D
EIBRRTW 5,

In recent work associated with the minimalist program, hierarchical phrase

structure is understood as a reflection of the iterated application of the

structure-building rule Merge (Chomsky 1995). (p. 365)

Merge takes two linguistic units as input and combines them to form a
set (a PHRASE), in which one element is designated as the phrase’s head.
Two kinds of linguistic units may serve as input to Merge: (i) lexical items,
and (ii) phrases formed by previous applications of Merge. Since Merge

may take previous applications of Merge as input, the rule is RECURSIVE.

Iterated Merge yields the full variety of phrase structures studied in syntactic
research—structures composed of lexical items and phrases that were

themselves produced by Merge. (p. 365)

BRI L, FOGIHXPIZO RSN TWS X 912, recursiond’
MergeD Hi7e 2150 3R L Tl3 72 <, Mergex #H L TZODER A L
72373, RDOMergeDWH D AN %5 2 & THDH, Zhrecursion?dDE
B CH Do Oxford Advanced Learner’s Dictionary (8th edition)Drecursion
DEFIKRD L) TH b,

[ uncountable | ( mathematics )
the process of repeating a function, each time applying it to the result of the

previous stage

F72, [T 5oy AEFERE] (CD-ROMI) ®Drecursion® EFH (L IKD



recursion = 5T 139

9 THhHs,

He) (ar¥a—5]) Jafh, fiE RN ER] 50—
NRATy TOFEREBRACT, BRBBEME L), LHETFIH
eWETHI L

F 72, Witk [Hroef ] (568, CD-ROMAR) T3, ZOHGE
Fa o= RHFOREE L TEOEENDKRD L) ITRENT WS,

1 [E5] Hw
2 [Be] mih, & (Bl % 2§ BN RO S E, Z U DH
PO —EDOHBATHRET HZ &)

INHDOEFITIREN TS LI IZ, recursion& W) HIFEIL, JoRIL, 5
RIAE2—-FORFETHY), HCEFD 2 DEFRIZIH - 72E K Trecursion & \»
IEEFHLTCWEDTH S,

Z LT, Nevins et al. (2009)l%, Z DMergeld EFNVFETHL DN TV
EFIRT 2. %5, Mergeld, embedding® Z & Tld7e <, HEOFEREE
HAERALTHARLEZREL TS ZETHY, EFNVIRIITEROED
SR AARUDVHEAT LD TH D00, MergeS e FIUIHEBOEN S5
WRLEIFEL 2T THLENIDTH D,

In fact, precisely those constructions that were typically presented as
evidence for recursion in earlier models are the ones discussed in CA4 under
the rubric of absence of embedding. Indeed, in the context of early generative
grammar, the absence of this list of constructions from a language might have

constituted a demonstration that the language lacks recursion. In a model
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with category-neutral Merge, however, a language that lacks recursion would
be considerably more exotic. No sentence in such a language could contain
more than two words. Piraha is manifestly not such a language. (p. 366, note

11)

Z Z TMergeldcategory-neutral £ IR X5 NTW B DL, Mergell & » THE
ENDZERIFEOHBETII LWL TH DL, HLMEM LHEEDOMOHIC
(R ARAOPIZ, XEXOHRI) BHRAL I ETERVDOTH S,

Nevins et al. (2009)%33 =< 1) A b DA 5, Everett (2005)7 recursion &
embedding & L TW 2 DIEMENTH L EFRL TVRE I ENLDNS
£ 912, HCF®DrecursionldMergeD# ) X LIEHDZ £ Th D, LT D4 &
5H7C, Nevins et al. (2009)255 9 £ 9 12, HCFldrecursion Merge D V) 3K L
BHOBRTH > TVE I EZHLRIZIL TN Z LT 5,

4 I=Z<VYADN-Tury T LIZBT Srecursion

9, I=2<VAL - FUTITLEZDOLDODMER,SMD L H 1
41 =<9 AL 7077 A(Chomsky (1995)IZ BT 5
recursion

HCF2SHHR IS L T A BFFEmSI =~ VAU 7 4%07T, £
Chomsky (1995120 WVWTI =Y A - JUF7 I 20HFZ L TBIH, 2
Chomsky (1995)?4.2.1 The Computational Component & \* 9 fi(pp. 225-235)
DI=ZTVAL - 7u7T20HMAERTAHL),

9, ORI S O TLEL HEOB®R AL TB <,

. . each language will determine a set of pairs (n, A) (nr drawn from PF
[Phonetic Form] and A from LF [Logical Form] ) as its formal representations

of sound and meaning, insofar as these are determined by the language



recursion = 5T 141

itself. Parts of the computational system are relevant only to m, not A: the
PF component. Other parts are relevant only to A, not «: the LF' component.
The parts of the computational system that are relevant to both are the overt
syntax—a term that is a bit misleading, in that these parts may involve empty
categories assigned no phonetic shape. The nature of these systems is an
empirical matter; one should not be misled by unintended connotations of
such terms as “logical form” and “represent” adopted from technical usage in

different kinds of inquiry. (p. 169)

HHERERICETE LE W) ZODERYPH D, 1LV DIEHDE
FHHOEHFIIRTH Y, VEERFRTH L, fHH Y AT 2 0—HILEH
EBFY(PF component) (2 B4R L, & 5 #5513 EEER M (LF component) |2 IR % o
WHE 2R T 255 Y AT 2 O Dlovert syntax CYEFI %, (covert syntax
TR ARAEY AT A HDHEVH) T ETH D)

VIFC, 4.2.1 The Computational Component & \» 9 7 & 3HFT K L TdH
o WINBFL LI R EXFHLTWAE, Cuk ) DL computational
system for human language® Z & T& %,

We can, then, think of CuL as mapping some array A of lexical choices to the
pair (m, A). What is A? At least, it must indicate what the lexical choices are
and how many times each is selected by Cu. in forming (m, A). Let us take
a numeration to be a set of pairs (LI, /), where LI is an item of the lexicon
and { is its index, understood to be the number of times that LI is selected.
Take A to be (at least) a numeration N; CuL maps N to (r, A). The procedure
Cue selects an item from N and reduces its index by 1, then performing
permissible computations. A computation constructed by Cu. does not

count as a derivation at all, let alone a convergent one, unless all indices are
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reduced to zero. (p. 225)

Given the numeration N, the operations of Cuu recursively construct

syntactic objects from items in N and syntactic objects already formed. We

have to determine what these objects are and how they are constructed. . . .
Suppose that the derivation has reached the stage X, which we may take to
be a set {SO1, ..., SO. } of syntactic objects. One of the operations of Cu.
is a procedure that selects a lexical item LI from the numeration, reducing its
index by 1, and introduces it into the derivation as SO.+1 . Call the operation
Select. At the LF interface,  can be interpreted only if it consists of a single

syntactic object. Clearly, then, Cu musts include a second procedure that

combines syntactic objects already formed. A derivation converges only

if this operation has applied often enough to leave us with just a single

object, also exhausting the initial numeration. The simplest such operation
takes a pair of syntactic objects (SO:, SO;) and replaces them by a new
combined syntactic object SO;. Call this operation Merge. We will return to

its properties, merely noting here that the operations Select and Merge, or

some close counterparts, are necessary components of any theory of natural

language. (p. 226)

For the moment, then, the syntactic objects we are considering are of the

following types:

(5) a. lexical items

b. K={y, {a, B}}, where a, B are objects and v is the label of K

Objects of type (5a) are complexes of features, listed in the lexicon. The
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recursive step is (5b). Suppose a derivation has reached state X = {a, £, J;, .
.., 0n}. Then application of an operation that forms K as in (5b) converts X
toX'={K, 0 ..., on}, including K but not a, f. In a convergent derivation,

iteration of operations of Gu. maps the initial numeration N to a single

syntactic object at LF. (p. 243)

DEMRI=Z<V) AL - 7u 77 A0 TH5HH, THEBO“the operations
of Cur recursively construct syntactic objects from items in N and syntactic objects
already formed”X°“Cu. musts include a second procedure that combines syntactic
objects already formed”ld, Merge2 V) & L#H SNTXANRAE SN A Z &
EHHAL T3, Cu (O F DMerge) 1F, FHEIEH &3 TliMerge TR S
NBEREZHEFRETIOTH L, TNEHREDEL THRILAER S NS D
Thb, I=VJ AL 707 T L TldrecursionidMerge #§ 1) i L # 3
HIERDTHbo 1995FDERETF CTllrecursionidMergeDidt V) 3 L i H
THhHEBRRLNTWDLDTH b,

I=XV AL TUT T AIMEEB R SO THLr L, B,
S = NP VP, VP = V S& ) MfE#ANE v, ERICED X ) ITANR
EE N5 D%, Hornstein et al. (2005: pp. 69-70)D 1 % {5 1) T EARAGIZFLINA
L &9, 72& 1L, that woman might buy that car& V9 LOIRA % FLCTA &
9o ¥9, Lexicon?*5# A 7Zmight, that, buy, woman, car& \» 9 5D DFEFIH
H(lexical item)?%@ %o N (numeration)id, FE%IHH & 2 OFE5zIE H 23 [0l 5t
FITHMHTE 20 RTindexDHMOFETH L5056, ZOHEONIIRO &
I %o

N = {might, that, buy:, womanu, car}

CONH» S, T, carthatx Selectd Ho (car®indexid 1A 50127 1),
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that®index|3272° 51127 %) % L C, that& carx Merge L Cthat car& \» 9  (#
ER) MEIRET S, INHHE—BHOMergeD#EHTH %, B

N = {might, that, buy:, womanu, caro}

that + car — that car
that

that car

WIZ, N&Hbuy#SelectL (buy®indexd 12>50127%: %), buy & that car®
Merge | Cbuy that car& 29 (i) A2 IRET 5. TNV I H DOMerge
DEHTH 5,

N = {mighti, thati, buyo, womani, caro}

buy + that car — buy that car

buy
buy that

that car

WIZ, N2 Hmight (might®indexd 12250127 %) % Select L, might & buy
that carZ Merge3™ % & might buy that car& \» 9 &) (IP (Inflectional Phrase)d %
W ITP (Tense Phrase) & MEEAL ) 2NRAE SN D I A% = A H OMerge?
HHTH S,

N = {mighto, thati, buyo, womani, caro}
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might + buy that car — might buy that car

might
might buy
buy that

that car

S 512, N2 Hthat& woman% Select L (that®index!Z 17> 5012 7% 1),
woman®index b 12> 501272 %), that& woman% Merged %o Z LS5 U] H
DMergeD#EHTH %,

N = {mighto, thato, buyo, womano, caro}

that + woman — that woman

that

that woman

%12, that woman & 9 ) & might buy that car& V29 B & Merge 3 5 &,
that woman might buy that car& \» 9 CASRET & 5, TNAHHE T H DMerge
DB TH 5o NOFEFEIEHIZT X Tindex20IZ% > TB Y, fHngloTwn
LOTREFIINTHRT TH S,

N = {mighto, thato, buyo, womano, caro}

that woman + might buy that car — that woman might buy that car
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might
that might
/\ /\
that woman might
/\
buy that
/\
that

COJRETIE, Merge VST K LBH I N TW5,

BEE R Z LE, recursionld B 7 2 # 1) 3K L (iteration) Tld v kv T &
THbo MergeDi V) & R ERELBET L OTHL, 728213
John loves Mary & \» 9 i, £, loves & Mary % Merge L Cloves Mary % 1E 1) ,
K12 John & loves Mary % Merge L Clohn loves Mary & \» 9 L {ES 25, ZOfE
HEIILUT Dal R T HEEMETH D, blIRT L) 277y M Tz v,

loves Mary John loves Mary

L) —DOEELR I LIL, 3FITHBRRTBW/A2L )12, recursionldH7e 5
#E D 9% L (iteration) Tld 72 <, & A FAEDMH O 11123 U2 DEAED R D
m®xﬁ:&5_afééo::vuxb-7U77A®May@@bﬂL
BHIZTCROBF BT 2 EHRIH 2725 D TH D,
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4.2 20004 D Chomsky?d I =<V A+ - 70T T LIIBIT S
recursion

ZDEHIZ, =Y AN T BT T A TldrecursionldMerge D1 3K L
HHTd 5. Chomsky (1995)LAED AR CEHGHIZI =~ A b - 70 r 35
LNTHEMNS, HIX recursioniIMergeDi#E D R LEHTH S, DI L %
MRALTBI I,

4.2.1 Chomsky, N. (2007). Approaching UG from below. In
U. Sauerland & H.-M. Girtner (Eds.), Interfaces + recursion =
Language?: Chomsky’s minimalism and the view from syntax-
semantics (pp.1-29). Berlin: Mouton de Gruyter.

ChomskyldMerge & MergelZ B3 2 FEHEIZDOWTIRD & 9 1IZ78R<Tw
bo 1

An I-language is a computational system that generates infinitely many

internal expressions, each of which can be regarded as an array of instructions

to the interface systems, sensorimotor (SM) and conceptual-intentional

(CI). To the extent that third factor conditions function, the language will be

efficiently designed to satisfy conditions imposed at the interface . . . . (p. 5)

In its most elementary form, a generative system is based on an operation

that takes structures already formed and combines them into a new structure.

Call it Merge. (p. 5)

C DOFHD S, “a computational system that generates infinitely many internal
expressions”lZMerge & \* 9 operationZ #t D K L#EH L T2 Z LIZHHETH
o
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4.2.2 Chomsky, N. (2014). Minimal recursion: Exploring the
prospects. In T. Roeper & M. Speas (Eds.), Recursion: Complexity
in cognition (pp. 1-15). New York: Springer.

Chomsky (2014)1ZEverett (2005) & 0 94EZDFR L Td %A%, Roeper & Speas
QOIHIZHIHEINTWE Z L b H5HDT, ChomskyDrecursion® % 2 5 % il -
TBLEDIHRTETONEERMALTEBI ),

C DL TIX, ChomskyldrecursionZ KD X H IZE 2 TWb,

For our purposes, we can think of recursion as enumeration of a set of
discrete objects by a computable finitary procedure, one that can be
programmed for an ordinary digital computer that has access to unlimited

memory and time. (p. 1)

recursionx il 9 % 729 12 “procedure” &\ ) HFES LN TV 5, #h KL
BT 5 &) FIHZOTH S,

PITOLEFIZ brecursionMHHLO N TV EHH, ZOXRNASLTDH
recursion)Sembedding T2\ Z & IZHHETH 4,

The modern sciences have largely adopted Galileo’s methodological
guideline that nature is simple, keeping to the “easiest and simplest rules,”
as he put it: the task of the scientist is to try to establish the principle, despite
the heterogeneity and diversity of phenomena. In our special case, the task is
to determine how closely language approximates minimal recursion, within
the boundary conditions set by interface satisfaction. That is why a recent
collection of essays has the title Interfaces + Recursion = Language—

followed by a big ?, because there is so much that is not understood. (p. 3)
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A finitary computational procedure P will have buried in it in some form

an operation —call it Merge —that takes objects already constructed and

forms from them a new object, beginning with a set of atomic objects (which

may have internal structure). To first approximation, we can take the atomic

objects to be lexical items drawn from the lexicon, though this is not an
innocent move. We can therefore think of P as having available a work space
consisting of the lexicon (or some subpart extracted from it for the purpose
of the computation) and objects that have already been formed by P. The
optimal assumption is that Merge takes the simplest form: a binary operation
that applies to X, Y, forming Z = {X, Y}, with X and Y unchanged by the

operation (the No-tampering Condition NTC), and also unordered. (p. 7)

bHHA, ZOHOG|HIEMergeD i TH 5. Lexicon? HEIEH %
#Y, Numeration& V) £ 5% ED . Z ONumeration?® H a5 IH H % 3R L
TMerge CHI7- RMllAELEEZIRAEL, TNEHEDRT I LIZL > Taset of
discrete objects T IRAET 2D TH %,

5 Hauser et al. (2002)DrecursionXMergeD#§ V) ;& L#EH TH %
5.1 Hauser et al. (2002)PDrecursionidMerge D 1) 3% L#H TdH
%
Nevins et al. (2009)i%, HCF®recursionidMergeD#E ) 2k L#H T 5 &k
RCVDD, TOFEPEENTHRVI L EZMHERL TBLLEND L,
Verhagen (2010)1Z, Hauser et al. (2002, p. 1571)2> 5RO & 9 7% L& 5 H
LTwWa,

All approaches agree that a core property of FLN is recursion, attributed to
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narrow syntax in the sense just outlined. FLN takes a finite set of elements
and yields a potentially infinite array of discrete expressions. [ . .. ].

The core property of discrete infinity is intuitively familiar to every
language user. Sentences are built out of discrete units [ . . . ]. There is no
longest sentence (any candidate sentence can be trumped by, for example,
embedding it in “Mary thinks that . . .””), and there is no non-arbitrary upper
bound to sentence length. [ . . . ]

At a minimum, then, FLN includes the capacity of recursion. (Verhagen,

2010, p.96)

COFIHEN/ZLEOHIZIE, “Mary thinks that . . &\ ) fli SCREE O 523
BIFENTWBEDT, H7z7DHCF) recursion =embedding & R L T\ %
DO LI ICEZIFHPLTNED, ZOFIHABEINTWEITF T 740k
Zitlr &, HCFIZI =~V A b - 7077 A DOFHLA CTrecursion (0F 1,
MergeD#E ) E Li#EH) Z3HAL TWAZ EZWLTH S, IFOLEL,
Verhagen (2010)255 | L 7-HCFO XLEAE TN TV 255 TH 5755, T,
AIETCTHRALIZI =TV AL - TUTTAZDOL DRI LI2H DIk

57\

All approaches agree that a core property of FLN is recursion, attributed
to narrow syntax in the conception just outlined. FLN takes a finite set of
elements and yields a potentially infinite array of discrete expressions. This
capacity of FLN yields discrete infinity (a property that also characterizes
the natural numbers). Each of these discrete expressions is then passed to
the sensory-motor and conceptual-intentional systems, which process and
elaborate this information in the use of language. Each expression is, in this

sense, a pairing of sound and meaning. It has been recognized for thousands
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of years that language is, fundamentally, a system of sound-meaning
connections; the potential infiniteness of this system has been explicitly
recognized by Galileo, Descartes, and the 17th-century “philosophical
grammarians” and their successors, notably von Humboldt. One goal of the
study of FLN and, more broadly, FLB is to discover just how the faculty of
language satisfies these basic and essential conditions.

The core property of discrete infinity is intuitively familiar to every
language user. Sentences are built up of discrete units: There are 6-word
sentences and 7-word sentences, but no 6.5-word sentences. There is no
longest sentence (any candidate sentence can be trumped by, for example,
embedding it in “Mary thinks that . . .”), and there is no nonarbitrary upper
bound to sentence length. In these respects, language is directly analogous to
the natural numbers (see below).

At a minimum, then, FLN includes the capacity of recursion. (p. 1571)

Verhagen?5 | L T\ 5 “FLN takes a finite set of elements and yields a
potentially infinite array of discrete expressions.” & 29 DI, F XTI =<1 A
b 78T A TOMergeDift ) R LEIZ L 2HRLDOREDZ L TH b,
computational system7”SLexicon7* &5z HH 2 MUY H1 L, NumerationZ{E 1),
Z®ONumerationlZ» 5 FE5IHHE ZMerge L CXEHBET LI L TH L, 2D
Mergex #8 1) 3 L (recursively)#@H 3% Z & |2 & - Ca potentially infinite array

of discrete expressions VESNZ D TdH 5,

VerhagenS5 |HH L7-XL&E 25 d 224 L 912, HCRIZI =~ A - 71
77 N EHIHICLTBEY, recursiontd, MergeDf D R LD Z & ThH- T,
P L Cembedding® Z & Tld 7\,

$ 72, Verhagenid, “Natural languages go beyond purely local structure by

including a capacity for recursive embedding of phrases within phrases, which can
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lead to statistical regularities that are separated by an arbitrary number of words or
phrases.”& V) LB FIH L TWA2Y, ZOLidembeddingZ D b DDOFHHT
137 <, embeddinglZ & - Tlong-distance dependencyZ il TE % L5 »> Tw
5723 T BHo HCFIZRD L) IZFHBI LT 5,

A second possible limitation on the class of learnable structures concerns
the kinds of statistical inferences that animals can compute. Early work
in computational linguistics (/08—110) suggested that we can profitably
think about language as a system of rules placed within a hierarchy of
increasing complexity. At the lowest level of the hierarchy are rule systems
that are limited to local dependencies, a subcategory of so-called “finite-
state grammars.” Despite their attractive simplicity, such rule systems are

inadequate to capture any human language. Natural languages go beyond

purely local structure by including a capacity for recursive embedding of

phrases within phrases, which can lead to statistical regularities that are

separated by an arbitrary number of words or phrases. Such long-distance,

hierarchical relationships are found in all natural languages for which, at a
minimum, a “phrase-structure grammar” is necessary. It is a foundational
observation of modern generative linguistics that, to capture a natural

language, a grammar must include such capabilities . . . . (p. 1577)

THEBAF > TWwb 2 L, recursion?iembeddingd 9 2 & Tld 7% <,
embeddingZ VKT I LIZL > TV L THRVWLERETELEEST
WhH7EITTH 5B,

HCFZ2'I =X A b - 707 7 A%HiftL LTWARERLE & ) —DfiH L
£90 HCFORLZEBREFATAL L, RO L) Rz 51T 5,
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Recent work on FLN (4, 41-43) suggests the possibility that at least
the narrow-syntactic component satisfies conditions of highly efficient
computation to an extent previously unsuspected. Thus, FLN may
approximate a kind of “optimal solution” to the problem of linking the
sensory-motor and conceptual-intentional systems. In other words, the
generative processes of the language system may provide a near-optimal

solution that satisfies the interface conditions to FLB. (p.1574)

Z Z Trecent work on FLN (4, 41-43)" . & % DIXIROIMDT&H %, HCFD
References and Notes|Z 1) A M SN TWALIEND T £ THIZET 5,

4. R. Jackendoff, Foundations of Language (Oxford Univ. Press, New York,
2002).

41. N. Chomsky, The Minimalist Program (MIT Press, Cambridge, MA,
1995).

42. C. Collins, Local Economy (MIT Press, Cambridge, MA, 1997).

43. S. D. Epstein, N. Hornstein, Working Minimalism (MIT Press, Cambridge,
MA, 1999).

“Minimalist”%*“Minimalism”% % 1 F VIZEZHIETH 5.

LA %, “[...]FLN may approximate a kind of ‘optimal solution’ to the
problem of linking the sensory-motor and conceptual-intentional systems. In other
words, the generative processes of the language system may provide a near-optimal
solution that satisfies the interface conditions to FLB.” & \» %) @ {XChomsky (1995)
THHBERLENTWDE I =Y AL - 70T T ADinterface conditions® = & T
H 5o

interface conditions|Z B L TlX, Chomsky (1998)ZIRD & 9 Al H % o
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To introduce some terminology of MP [Minimalist Program], We [sic] say

that a computation of an expression EXP converges at an interface level IL if

EXP is legible at IL, consisting solely of elements that provide instructions
to the external systems at IL and arranged so that these systems can make
use of them; otherwise it crashes at IL. The computation converges if it
converges at all interfaces. Call the expression EXP so formed convergent
as well. As in MP, we keep here to a restricted version of the concept of
convergence, setting aside the matter of legible arrangement (which raises
all sorts of complex issues), and tentatively assuming it to be irrelevant—no
slight simplification. Certain features of lexical items are interpretable, that
is, legible to the external systems at the interface; others are uninterpretable.
We assume, then, that if an expression contains only features interpretable at

IL, it converges at IL. (pp. 7-8) (FMAIF LD F )

MergeD#E 1) & LB IC & o TIRAE S 72 KBS B £ LA featureldsensori-
motor interface & conceptual-intentional interface TR AN ) T HE(legible), &
0, R BE(interpretable) TR T NIE R 5% VWD TH D, Tl )%interface
conditions TdH % o

Chomsky 2007)D K DFHH & SEIZ7% 5

An I-language is a computational system that generates infinitely many
internal expressions, each of which can be regarded as an array of instructions
to the interface systems, sensorimotor (SM) and conceptual-intentional
(CI). To the extent that third factor conditions function, the language will be

efficiently designed to satisfy conditions imposed at the interface . . . . (p. 5)
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HCF®recursion*MergeDift W R LA TH 5 2 L 2 RT & b7 bl %
AL EIo

Fitch et al. (2005)i%, HCF% #t] L 72Pinker & Jackendoff (2005)™~ [A]%;
THbHH, ZORZEDOHFT, “recursive operation” & 7**place for recursion”
L A“recursive mapping capability” & 7*“recursive machinery” & 7*“mechanisms
of recursion”& W\ ) KEAMELN TV D, 2D L9 % IR Tldrecursion?
embedding& 9 5 Z & 1L T X %\, embedding operation 7%°place for
embedding & Z*embedding mapping capability & 2*embedding machinery & 7
mechanism of embedding & 7*\2 ) KIUIHW TH A ), 1516

To be precise, we suggest that a significant piece of the linguistic machinery

entails recursive operations, and that these recursive operations must interface

with SM and CI (and thus include aspects of phonology, formal semantics
and the lexicon insofar as they satisfy the uniqueness condition of FLN, as

defined). (p. 182)

The only assumption made in HCF, and here, about syntactic theory is the
uncontroversial one that, minimally, it should have a place for recursion. (p.

183)

FLN is restricted to a simple but powerful recursive mapping capability

by definition, unique to humans and unique to the language faculty. This

recursive mechanism has some plausible precursors in cognitive domains

other than communication. (p. 189)

our Hypothesis 3 can simply be restated as specific to the recursive machinery

and associated mappings (pp. 189-190)
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Second and less trivially, we argued that the mechanisms of recursion and its

mappings are simple enough to nullify the adaptationist’s “argument from

design,” a proposition one can question. (p. 190)

Chomsky et al. (2005)I%, €D % A4 k)L D“Appendix. The minimalist program.
(Appendix to Fitch et al. (2005))” 2579 & 9 12, JT4 1%, Fitch et al. (200512 &
FNTWbDTH DA, CognitionDFmER DEFE TILO M L HHIEE L 72
DT, appendixb VI TH I P TCRESNIZDDTH 5,

Z DappendixA3IC 4 & F 1L T\ 72Fitch et al. (2005)i%, HCFZ L L T
%Pinker & Jackendoff (2005)D & Td %5 DT, HCFTEREI N T2
CEEWDTHMLZLDTH S, Z DappendixT, Chomsky7z 5 1E“The
‘core computational mechanisms of recursion’ include the indispensable operation
Merge and the principles it satisfies.” & #8~XTV2 5, Hauser et al. (2002)~DH#H]
T %Pinker & Jackendoff (2005) ™D [A%& T & 4 Fitch et al. (2005)? Appendix
|Z“operation Merge” & \»9) KIH 5D TIH LA 5, Hauser et al. (2002)D
recursion’’embedding T7 { MergeD# ) ;K L#EHTH 2D Z LIZHS N TH
%o

5.2 Hauser et al. (2002)PDrecursion’s Merge D 1) 1% L 1# FH T &
B EFERL T 261

Nevins et al. (2009)i%, HCF®recursionld I =<1 A F - 707520
recursionT&H V), Z DrecursionidMergeD# D R LEHDO Z & TH 5 & Fik
LTBY, 10 Z0ERPIE LW LIX5 18 CTHERR L 722%, Nevins et al.
(2009)721F T7% £, MlZd, HCFDrecursionlZ I =~V A b - 7077 4D
recursion T ), Z DrecusioniEMergeD# 1) R L#EHATH 5 &1 L R L
TWAIIEE IS, 2D X9 2W5EE OHCF DrecursionlZ B3 4 5Lk &
THEI,
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5.2.1 Zwart, J.-W. (2011). Recursion in language: A layered-
derivation approach. Biolinguistics, 5, 43-56.

FEHIL, I MergeDFHE L7299 2T, Mergell & o THEK S L2
1 Transfer & V2 9 procedureD#E N R LIZE o THAERTEZ L Fo T 5
7%, Merge process T B Z & LR L T\ b, V7

The point of the example is not to argue that Merge does not exist or
that Transfer is superior to Merge. The point is that Merge and Transfer
are equivalent in important respects, and though Merge may be a useful

shorthand for Transfer, recursion should be identified in terms of the process,

not its notation.
More generally, we cannot decide that a language (or natural language)
‘is recursive’ by simply looking at its structures. We have to know about the

procedure by which these structures are derived (see also Everett 2009: 438).

(p. 46)

ZOFIHEHOIE, ZOFE Irecursionr H HEEE MV K LEHT S 2
EERIL TWD Z Db,

5.2.2 Roeper, T. (2011). The acquisition of recursion: How
formalism articulates the child’s path. Biolinguistcs, 5, 57-86.

Roeperld, recursionidMergeZ# DL LBH T HZ L THDH L) %
LoTwb,

First, let us distinguish between a completely universal form of recursion,

namely Merge, and language-specific forms. Merge is a binary recursive




158 gk T

operation that is invoked as soon as more than two words are combined.

Therefore all languages with 3 word combinations are examples of recursion

over two binary acts of Merge. It is possible to imagine a three-term

concatenation without a binary substructure, but empirical arguments exist
to demonstrate that this is not the case for humans in structure-building
beyond conjunctive relations, which we will elaborate in what follows. The

presence of recursive Merge means that all languages must be recursive

in a fundamental sense, just as Hauser et al. (2002) have claimed, which

constitutes a strong biological claim. (pp. 58-59)

SN RAMNBH NI, ZODEFK A Merged A &\ ) HAEEZ ZnlE
HALTHERSNS, 72 2L, John loves Mary& W9 &, 7, loves&
Mary % Merge L, #KIZ, John& loves Mary’® Merge L TR S5, Mergeld
binary recursive operation’z D Td 5, MergeD#E 1) - LFH I & - TRDad
L9 B ARSI, bD X ) R AR & L v,

loves Mary John loves Mary

5.2.3 Speas, M. (2014). Recursion: Complexity in cognition. In T.
Roeper & M. Speas (Eds.), Recursion: Complexity in cognition (pp.
ix-xxi). New York: Springer.

T ZDOERDFELTH A, T, SpeasiIHifElZembedding & Merge &
KA LTwa, &5, Mergedprocedure TH A Z & HIEH L T\ 5%, Merge
WZODOEHREIEL, ZORKFEIIMerge N FHIEA I NS Z & i Tw
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% (“to which MERGE can then apply”|Z{EH L CTIZ L),

In short, the central claim of HCF is not that the language faculty involves
embedding some specific XP within another XP. Rather, the claim is simply

that the only computational procedure for language is MERGE, which

combines two linguistic objects into a labeled linguistic object (to which

MERGE can then apply). (pp. xi-xii)

5.2.4 Watumull, J., Hauser, M. D., Roberts, 1. G., & Hornstein, N.
(2014). On recursion. Frontiers in Psychology, 4, 1-7.

Watumull72 %513, recursion% embedding & 3 2 DI S DORFITH 5 &
WBRTW5,

Consider a recent critique of FLN-style theories: “there is little evidence that
unlimited recursion, understood as center-embedding, is typical of natural
language syntax. [T]his fits ill with the claim (Hauser et al., 2002) [. . .]
that ‘recursion’ (understood as embedding) may be the one crucial domain-
specific feature of linguistic ability” (Levinson, 2013: 149, 152). This quote
embodies the conceptual confusion discussed in the earlier sections above.
First, as discussed in section Three Properties of Recursion, to understand

recursion as embedding is actually to misunderstand recursion: to equate

recursion—a property of the generative procedure (applicable to any input)—

with possible properties (e.g., embedded structure) of its (potential) output is

simply a mathematical error. (p. 4)

Watumull7z 513, recursion % “a property of the generative procedure (applicable
to any input)” & #LH L T\ %, procedure & V9 FFEAMEDLIN TV Z & I2TE



160 gk T

B LTI LV %51, “recursion and embedding are not synonymous” (p. 5) &
PEL T2,

6 7z 'Hauser et al. (2002)PDrecursion7Sembedding & FfiE & 1172
D>

TlE, Everett (2005)%°Pinker & Jackendoff (2005)% 1 L, £ { D7)
recursionZembedding & i > T L 72D TH 5 ) o Z1UE, T TICIR
L TBWAZLI1Z, HCRIZRD &9 Rk A H 505 THA 9,

The core property of discrete infinity is intuitively familiar to every
language user. Sentences are built up of discrete units: There are 6-word
sentences and 7-word sentences, but no 6.5-word sentences. There is no

longest sentence (any candidate sentence can be trumped by, for example,

embedding it in “Mary thinks that . . .”), and there is no non-arbitrary upper

bound to sentence length. In these respects, language is directly analogous to

the natural numbers . . . . (p. 1571)

Natural languages go beyond purely local structure by including a capacity

for recursive embedding of phrases within phrases, which can lead to

statistical regularities that are separated by an arbitrary number of words
or phrases. Such long-distance, hierarchical relationships are found in all
natural languages for which, at a minimum, a “phrase-structure grammar” is
necessary. It is a foundational observation of modern generative linguistics
that, to capture a natural language, a grammar must include such capabilities

e (p. 1577)

—7 H ©5 1213 “Mary thinks that . . 7 &\ ) #liSCREEDBI L L CTEIF 6
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TBY, I OER S Trecursion L IFATW/2b D ThH S, —FH
D5 HIZ1E“recursive embedding of phrases within phrases” & V> EH2H 5,
COFLIE EFHDHIEL, HCFldrecursion Z embedding & R L T\ 2 & o TH
TR nThHb9) o

FERE, ZORLIRIZH]I & T 5 CrecursionZ embedding & R L TV 2 D73
Mithun (2010) T %

One goal of linguistics is the identification of properties shared by all human
languages and no other communication systems. In their much-cited 2002
paper, Hauser, Chomsky, and Fitch proposed a universal: “FLN (the Faculty
of Language in the Narrow sense) only includes recursion and is the only
uniquely human component of the faculty of language” (2002: 1569). While
they provide no explicit definition of recursion, a survey of definitions current
in the linguistics and computer science literatures can be found in Parker
(2006: 167-190). One that is consistent with much current work in linguistics

is that of Pinker and Jackendoff (2005: 4), whereby a recursive structure is

characterized as “a constituent that contains a constituent of the same kind”.

Recursive structures are indeed pervasive cross-linguistically. A closer look
at the variety of such structures that occur, however, indicates that recursion

may not be the fixed, fundamental, hard-wired property envisioned. (p. 17)

Mithunldrecursionembedding& fER L T2 525, Z oML, HCFA®
recursion® ] & L TMary believes that S & \» ) HOAA L Z HIF TV L0 5T
& D DIZMEN 2\ IROLPHZED T EDHAIIN D, ¢

The single structure cited by Hauser, Chomsky, and Fitch as an example of

recursion is complementation: Mary believes that S. (p. 18)
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L2aL, $TICHHLTBW/ALHI1Z, 2OZO05HXTHRRLENTY
LOEXDREDIETHED, XDRIIZEBRADN L VEFT>TVLDTH
D, recursionZ DL DD &% E > TWADTIEZR N, recursive embedding &
W) REPEDINL TS, THidembeddingZ D BT E V) 2 ETH S,
embedding% # 1) KT DidrecursiondD—2DHFFNI T ERVDTH L, A
DEiEZ drecursionS%H % DT, I Drecursion% > Tembedding & #§ 1) & L
7ol LT E %V Pt L Tembedding?SrecursionTh % L F-o T 5
DIFTIE R,

recursion7)Sembedding & FRfE S LTV 5 Z & 1%, I, Chomsky H & & { K-
T2 k%D THA, Chomsky 2015)I2KD & 9 %tk 2H %o

The core concept of recursion is often confused in the literature with

center-embedding, a very different notion. Sometimes recursion is incorrectly

assumed to be necessarily infinite. A recursive function may yield a single
output (or nothing). If the output is finite, then the generative mechanism is
in effect a list—for language, a list of astronomical size even for fairly simple
expressions, not a serious proposal. If the list replaces minimal elements by
categories, the same hopeless problem remains. If it introduces phrases, then
it is presupposing some generative mechanism, and we are back to generative

grammar. (p. 94)

Z OILED B, Chomsky7®, HCF DrecursioniZembedding® & & Tld W EF -
TWLDIFHENTHA 9,



recursion = 5T 163

7 ZHEHH Orecursion® [XHI L T 5 f
7.1 Coolidge, F. L., Overman, K. A., & Wynn, T. (2010). Recursion:
What is it, who has it, and how did it evolve? Wiley Online Library.

ZZFCTHRTE72L9 12, HCFDrecursionldMergeDf ) :& L HD Z &
%D THUY, recursionZembedding& T H7FHIII =~ A b - 77
FLEHCFZIE LK BETE TR VWD TH D, TD LD (Zrecursion?D 7E T
PRELL TV 2B DTH DA, recursionDEFLE I L 7250 LD %0 N
Coolidge et al. (2010)TH %o

C DXL, FDF A N IVD“Recursion: What is it, who has it, and how did it
evolve?” 737" 9 X 9 12, Hauser et al. (2002)D“The faculty of language: What is it,
who has it, and how did it evolve?” % Eik L TEMNPNTZ LD TH 5,

Coolidge et al. (2010)13 7L P B Dabstract TR D & ) 12TV 5, 10

Recursion is a topic of considerable controversy in linguistics, which stems
from its varying definitions and its key features, such as its universality,
uniqueness to human language, and evolution. Currently, there appear to be

at least two common senses of recursion: (1) embeddedness of phrases within

other phrases, which entails keeping track of long-distance dependencies
among phrases and (2) the specification of the computed output string itself,

including meta-recursion, where recursion is both the recipe for an utterance

and the overarching process that creates and executes the recipes.

embedding® E I T Drecursion& & 2 HAEZ D KT L) BIKRTO
recursion?¥lE > & ) L XKHI SN TV 5o (WNTEBSOEOEERGRRA,S H
LEDIARDZ & T b, Coolidge et al. Hh INTRODUCTIONDHi TZ D Z &
AL TWh,
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Recursion has often been defined as embedding a phrase within another

phrase, although there is great debate about this definition or any other
single standard definition. When the term is applied to language, there
is a definitional problem from recursion’s original use in the fields of
mathematics, formal logic, and computer science. In these fields, recursion is

any instruction that calls another instruction of like type and which is subject

to a terminating condition.

e, BRGSO Y ¥ — F BEETIE, recursion& V) DI,
HLBIEOHN BRI LT A TOBIEO AN B L) T ETH LD, il
FTEMZMOMNITIDAL L V) BIRIZED>TLE572E ) 2L TH
5o

Coolidge et al. (Zrecursion®EFIIIH— SN2 H DIV E SRR T
5o

. .. there is no single, universally accepted definition of recursion. Its
definition varies across disciplines (e.g., mathematics, logic, computer
science, and linguistics), and it varies within these disciplines, particularly
within linguistics. In fact, much of the current interest and controversy among
scholars about recursion stems from its varying definitions and debate about
its key features, such as its universality, uniqueness to human language, and

evolution.

T2, HCFldrecursion BAMEIZIEEFE L 72 22> 724, Chomsky?D# 2 T
W Srecursiontd, Coolidge et al. (2010)7%%“Chomsky’s original notion of recursion
as discrete infinity and their mutual idea of recursion enabling the production of an

infinite variety of thoughts” & 5> TWA X )12, HLIRIEOMEY R LEHD
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ETHb,

Cooldige et al. (2010)1%, 3R & 3AA % recursion® 7EFE Dstrong version & IF-TF,
Merge % weak version & IFA T\ % o PLF idstrong versionlZ DWW TOFITH
5o

Finally, some of the confusion surrounding recursion derives from the two
rather different ways it is used in the literature, a strong version and a weak
version [or, in the terms used by Van der Hulst, general (generative or Merge)
and specific (nested and tail)]. The strong version (i.e., which is the most
common in the literature) of linguistic recursion is embeddedness, in which
the object embedded is a word, phrase, or sentence, and this creates ‘long
distance dependencies and the need to keep track, or add to memory’ (Parker,

Ref 14, p. 3; also see Van der Hulst, Ref 16).

LT idweak version®recursion DB T 5 o

The weak version (i.e., less common) of linguistic recursion is sometimes
overlooked in the focus on word, phrase, and sentence embeddedness or
skewed by the use of terminology from mathematics and computer science.
It is this sense of recursion that specifies the computed output string itself
and gives language its power to generate new utterances by enabling the
combination of discrete units into larger units (linguists now prefer to label

this instruction Merge); it also enables specific recursion.

Coolidge et al. (2010)DFLHH DN O\ CTRESFE % A2 A5V %5, Coolidge
etal. & van der Hulst®D FIFEDRARIZIKD L H 127 5, 0
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strong version (embedding) = specific

weak version (Merge) = general

e, Mergehgeneral (weak version)Z: 5 [Zembeddingldspecific (strong
version) Cd % . embeddingldMergeD#gt V) & L IZ L > TIREES NS4 <
DEED—DIZT ELVDSLTH D, MUY A TOHEHED KL Merged 11
IXembedding ¥ 7 %

Mary
thinks

John
loves Betty

55— 1l H ®OMergeld BIFi Dloves & %45 DBetty® M TdHh %, [0 H D
Mergeld %7l O John & & 1) Dloves BettyD [ TdH 5o £ =[] H OMergeld Bl
i Dthinks & 3L DJohn loves Betty D[l Td %, BT[] H O Mergeld % il O Mary
& B8] Dthinks John loves Betty D[] T %, #H & L T3 (John loves Betty)
A3 (Mary thinks) D FHUIHDIAT NG Z L 127 5,

7.2 FEHFFF]. (2014b). BehF O MEALAE. B H BRI MR ) |
[EREDRET - 56E - #AL—EWFEFHEE—] I (pp. 279-
307). AL BARAT

Mergeh i DR LB S5 2 LI L o THOAAMEENREI NS Z &
IEHEH(2014b) T b 54 S LTV B0 HEH(2014b) I AR Merge % [IRAM[A]
Jatkl, BCHOAARE [FORMENEME] LIFD, MEEZXH L T,

BYFPEIX, Hauser et al. (2002)23 NS aEEA OME—DUFEE LT L
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DHIFTUR, HOLLOEHAEDTELMETH DA, IEHEICE
N ERL T2 DA RZ O TRES—BEL Tk
ZEbHY, SFEIELBTELIH DT E o0 MPOREEF
FOBLE A HIE, BEMEE IMergeSE DI L CHERRIZHE D ik
La#EH T2 &) 8E Lo (2h % [RERREYGH(derivational
recursiveness) | EFFATH L) TH Y, Hauser et al. DIEED Z OEJGF
MMerge D AN EFEICEH A TH D L OFETHB T RETH L, fli)7,
ERCCEOIA» S, BEEE [SHS] 2 [NPANP] &wo7zHL
HD AR S N L HEE FOYE ([FERM G (representational
recursiveness)|) & L2 FR o TW b, FREYGEEDSIR
EREREIC L 5 TH 725 SNBFHEROIDIZHE 2\ LIIH 6 2
ThHoT, FRUEREEPHFEL Z2WIHEICE, IREMEIRES 21T
W (DO F ) MergeDSYRAYISEE L 2 07 4UE)  RERE 09 AR Rt 3
HERARTEETH Do (pp. 282-283)

BEM(2014b)1%, 12T, Everett2NRARYENFE & FoRp IR 2R LT
WD ERRTWD,

Everett (2005)DPirahalZ (ZHiSCHEE A 70 v &\ 9 BRI HED REY)
HUGHEHNE, Z o FORMEDFME & JRAE R EFEORFENICHEE L Tw»
bo COEHEORLEAERTLEICY, RIAMergeld LT TH o
—75, FEBERE R R AR E A AT 5121, R Mergeld 42Tl
%<, ER, 20 &) HIEREENEE ST b (e.g., very very very
happy)o L7zS> CTAMBREIE IO X ) R EMAKEIZMZ T, W
JaMerge b i 2 TV 5 JICZOMBAMEDNH 5 L) T &% 5. (p.
283, {£2)
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BEM(2014b) (X [F] U{E2T, Jackendoff (2011) & L4 L T2 5%,

57 #12, Jackendoff (2011)1d & TW» 9 FEoR A9 RN & IR AR [E]
JaVE % & E 1 sstructurally recursive’, “formally recursive’ & A C X )
L, WiEDIE)PENLHETH S L FRLTMPOVZHH LT
Who ZIUTEER, Jackendoff)SMPD X 9 7 RN LR Tld 7 <,
FIRDAHIED S LHEHFHERAL TV Z DT L AR\ D 72
7% (Culicover and Jackendoff (2005)137*), Z DI IZ X V) Jackendoff®
®<Simpler Syntax’?® 5 b FEIIMPANDIEL 280 & 137 > Ty,
(p. 283, 1¥2)

8 7x-F'Hauser et al. (2002)ldrecursion D 7EF% % L 22 02> 72D H>
HCF?Srecursionx FfEIZEIR L 22 22> 72 2 & 2%, recursion® 0 <" % i C
RELZHISEI L2 EMAD DEZFNE > TV 5%, Z#EHCFldrecursion®
WREICESR L B0 7cDTH A ) e —2EZHBNDL I LIE, £bZLHCF
(# %\ idChomsky) 2 & > TrecursionlXFEFET 2 LD 22\ 2472 1) B FHEE
ThHholeDTIERVPE W) T ETHLHCFIZIE, ETHRHLAZL D1, (K
5id3=<) AN 7OV I LDFMETH LT TV ARWV)) I =<
AN - Ta T T 200N H S, F 72, References and NoteslZlE I =< 1) &
k707 T AT B LSBT STV He THUL, HCFAS R =< ) A b -
TUTTAERBIIL TS EN) I L THD, TLTCI=ZTYY AL T
25 AClE, Chomsky (1995) T CIZHHE N T WD X912, recursionid
MergeD# VR LEHDZ & TH S, (Mergell R L 2O THILEX, HCF
Y5 o T\ Brecursionld HLIZ & % #E(operation) D 1) i L@ O Z & 12§

XhwOThb,)
3 LrecursionEZE LA THIUL, LK, HCFD LD H Trecursiona
ERLTITTH D, ERETILED L VUROMFELZOTHS ),
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9 Fi&®

ARFGTIE, HCFODrecursionDEFRIZOW T O & I L, HCFIZI =~
YA - 707 I A%HiHE LTHEY, HCFOF I recursiontdMergeD#E D
W LUEHTH BT & 2 HERL L, HCFDrecursioniembedding Td % &\ 9 iR

X, =Y A b 7ar T2 HESES, HCFDrecursion & o TR
LTw5 2 EIGERT S & 720

i

KEOEEIE 2 ER & A I 72 o TE, [FREEKRFIEBES 5]
DZXDEFHHEDARA Y NPIKREBEIZ k572, MLz H L LT 5,

i
1 ZOHCFOHNEDRBME, HHEQ2014, pp. 60-66)% < L, BIEZMATH ZTD
HETHL,
2 IR FRHUTE TR <, MROZDIZEFEDINZ 25D TH L, LITH
LTHbo
“FLN takes a finite set of elements and yields a potentially infinite array of discrete
expressions. This capacity of FLN yields discrete infinity (a property that also characterizes
the natural numbers).”® L1, F SI12, I =Y A M TUT T LIZBIT HMerge (fif
) OBYRELERIZE S LOREEZHRPL 260 THD T LIFHATENTIZ
L\
“discrete infinity” & \» ) LAY %2 RS 25 D072 ) 12 WS, HCFDOWRDH
HBBHIZ %5,

Discrete infinity and constraints on learning. The data summarized thus far, although



170

gk T

far from complete, provide overall support for the position of continuity between
humans and other animals in terms of FLB. However, we have not yet addressed

one issue that many regard as lying at the heart of language: its capacity for limitless

expressive power, captured by the notion of discrete infinity. It seems relatively clear,

after nearly a century of intensive research on animal communication, that no species
other than humans has a comparable capacity to recombine meaningful units into
an unlimited variety of larger structures, each differing systematically in meaning.
However, little progress has been made in identifying the specific capabilities that are
lacking in other animals.

The astronomical variety of sentences any natural language user can produce and

understand has an important implication for language acquisition, long a core issue in

developmental psychology. (pp. 1576-1577)

[F v % a0 ZBeRERAL] (CD-ROMR) 12 L AU, “discrete” & 2 ) FEOEFEIL [HE
Bz, MK ER] Ew) 2 THY, “inﬁnity”aw%én@E% 13 TR
o (& %], #0, #s 8] Thio OFH, M LAEE OBRER) %
HABEDETEROEZD, H250IE, MROMDOLERAETLEN) 2L THD,
ZOIRESNIATR LD b B A Adiscrete’s b DTH 5o “infinity”% [MERR] & fFR
THOH TR YRS 20%9 & 2ATHAHA, Pullum & Scholz (2010)1%, F
9, Epstein & Hornsetein (2004)Ddiscrete infinity D FiAI A 51 F L,

This property of discrete infinity characterizes EVERY human language; none consists
of a finite set of sentences. The unchanged central goal of linguistic theory over the
last fifty years has been and remains to give a precise, formal characterization of this
property and then to explain how humans develop (or grow) and use discretely infinite

linguistic systems. (as cited in Pullum & Scholz, 2010, p. 113)

DG HDERIZ, “Here again, ‘discrete infinity” (which we take to mean denumerable
infinity in sets of discrete elements such as symbol strings)” (p. 114) & ik, H73 725D
fERE R LT\,
bHELA, —OOLIIH LI BRZMHMTNEI DRV TE, Tz iR
AT TR OR EOXNTEL L, BEOUNPTELZ LIE %5,
X Dinfinitudel 2B L TI&, Pullum & Scholz (2010) % £,
3 ROER (HAHWIHERD) (X, HCFIZ & 5 Tldrecursionldh b S8R T 5 L E
DR VEZNHORETHLEN) TETHDH, TOMFIZEIL TIESHITHIIT %,



recursion = 5T 171

4 Coolidge etal. 2010)iZF ¥ T 1 Y DFHLTR— I F G\,

5 Fitch? R &E#H O — A TdH S Martins & Fitch (2014)%, “the term recursion
has been used to characterize to the process of embedding a constituent inside another
constituent of the same kind” (p. 17) & 38X, recursion embedding & fFfR L T\ %, Z
DOFFFUL, 212X Brecursion® MergeD#gt ) & L] & 3~ 2 HCFO MR & (X827
%o HCFOIERFER TH HFitch?S T D & 9 ZERE L TV HORAEHETH L.

6 W22, HCFIZI =< ) A+ - 707 5 A EMergel HfEICIZE R L T
W ARHIZIEMinimalist Program®°Merge & W\ o 72K IUIHTZT vy, LA L,
References|Z lXChomsky (1995)D The Minimalist Program?3Z5\FCdh Y, I =<1 A
k70 r T AT AMORS ZTTH b,

7 B3 IZ“non-tail recursive hierarchy” & \» 9 FH2S%H % 75, “tail recursion” & \» )
JHFEIZKinsella (2009)1Z & %o tail recursionld, )& %\ LD i(edge) |23 o A A
W HET, AR XD TH %o Kinsellla (2009)1ZK D & 9 127 L T
W,

In natural language, representational recursion is exhibited by phrases embedded

inside phrases of the same type:

(1) Mary’s aunt’s brother’s dog’s ball is in the garden.
[s[vp[nP[nP[NP[NP Mary’s] aunt’s] brother’s] dog’s] ball] is in the garden]

(2) the man that kissed the girl that John met in the bar that Bill recommended.
[~p the man [cp that kissed [wp the girl [cp that John met in [vp the bar

[cr that Bill recommended]]]]]]

(3) The mouse the cat the dog chased bit ran.
[s The mouse [s the cat [~r the dog chased] bit] ran]

(1) and (2) exhibit tail recursion, where phrasal embedding occurs at the beginning
or end of the sentence or phrase. In (1), the recursion is left-branching, the embedding
occurring at the left edge of the sentence. The subject Noun Phrase (NP) contains
within it a smaller NP, which contains a smaller NP, which contains a smaller NP, and
so on. In (2), the recursive embedding happens at the right-hand edge. Th entire NP
contains within it a modifying Complementiser Phrase (CP), which itself contains a

smaller NP, and that NP contains another smaller CP, and so son. Example (3) exhibits
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nested recursion, where the embedding occurs in the middle of the sentence, such that
material exists on both sides of the embedded component. Thus, the entire sentence has
embedded inside it a smaller one, which has embedded inside it an even smaller one. (p.
114)

8 FEAZ, Al-Mutairih™s 9 £ 912, HCFCERSINTWAH Z &A% XTChomsky
DERLZODPEI PRIAWTH L, La L, HCFOR R & L T2 Sk
Chomsky® I =< 1) A b - 7075 L LIBIRT LONRYTH L EEDbND,

9 Jackendoff & Pinker (2005)LAAH1C & i35 %3 H I L 7zrecursion % embedding & fEFR L
TWwaHlE LTI, Kinsella (2009), Laury & Ono (2010), Martins & Fitch (2014),
Mithun (2010), Sauerland & Trotzke (2011), Verhagen (2010)7% &7%%% %, Kinsella
(2009)1&, & &b LML DAL TH % Parker (20060 TH 575, TDOARDOHT
recursion?SiE L <G L HNTE Y, recursionZ i U AT ZORIT LS FREN
5o

10 CAk IZEverett (2005)DZ & THb, B, EF N Uillrecursionid b 7 &9 A
DEverett& Nevins et al. D O 12B L TIEHIFQ014) % Sl

11 recursionld® % #fE(operation)e ) A W= AL &Y R LEHAT L2 L THY,
recursivelJi# ] S N5 MEIIMergelZRE SN L DIF TELR WD, KETIEI =~
VAL - 7077 505% L CW»25DT, recursionidMergeD#k V) & LmH & K3
LTBLZEIZT S,

12 REEHH (2014), pp. 112-117IZBIEXMAZ /) Z THE LD DTH %,

13 Chomsky (199429t 1L, O DEREHFEMerge) L TTE LMD T NIVIEEE
fhhead) &£ M L TdH Do NPEDVPE D5 72T N)UIEDIF 7\, thatiddeterminer
THY, carldINTH VY, that carlZDP (Determiner Phrase) Td» % DO TURID k7% 6
ERo L) IcFREN D,

DP
]|)/\N|P
that car

DPX°NP & 5 727 Xl (label) & D1F 22\ D 1Z, Bare Phrase StructureD % 2 /i I HE -
TWaA05Tdh b, that cark 9 AJ1E, Determiner Phrase Td % 75, A DOFLAEHIRE
WX EEETH B thatDIFEE T TN TR L DT, Mergell & » TIRE S NZ2R O
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TN dthatTH b0 TDHD, MergeDFEH T & 2 DFIR(label)lEZ DD F %
HOBEEEHCTH D, BEZDL)IZERT 20hOFHILEET %75, BIEO
& % Ji1ZChomsky (1994)% Ft A CW 272 & 72w F72, T VT ICBI S % IS
DWW, Fujita 2014a), HEH(2014b)5 % 21,

14 “third factor”|2B L CTl, Chomsky (2005)® LT Dl % S,

Assuming that the faculty of language has the general properties of other biological
systems, we should, therefore, be seeking three factors that enter into the growth of

language in the individual:

1. Genetic endowment, apparently nearly uniform for the species, which interprets
part of the environment as linguistic experience, a nontrivial task that the infant carries
out reflexively, and which determines the general course of the development of the
language faculty. Among the genetic elements, some may impose computational
limitations that disappear in a regular way through genetically timed maturation.
Kenneth Wexler and his associates have provided compelling evidence of their
existence in the growth of language, thus providing empirical evidence for what Wexler
(to appear) calls “Lenneberg’s dream.”

2. Experience, which leads to variation, within a fairly narrow range, as in the case of
other subsystems of the human capacity and the organism generally.

3. Principles not specific to the faculty of language.

The third factor falls into several subtypes: (a) principles of data analysis that might be
used in language acquisition and their domains; (b) principles of structural architecture
and developmental constraints that enter into canalization, organic form, and action over
a wide range, including principles of efficient computation, which would be expected
to be of particular significance for computational systems such as language. It is the
second of these subcategories that should be of particular significance in determining

the nature of attainable languages. (p. 6)

15 HCF & Pinker & Jackendoff®D [ TIZHCFD FiE% o < » Tawdasfrbiize UIF
DL TEDFTFDATHOIN TN 5,
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17 transferH™i & K 2 213 2 2 TIEBIMRD 2\ O Trransfer D HLHIZ ARG T % o

18 HCF2YZT T2 61E, “Mary believes that S”Tld 7% <, “Mary thinks that . . . ”C
H5bo

19 KEOFIHIEA Y T4 Y OmIPLOFIHTH 2D TR=IFFId A0,

20 van der Hulst, H. (2010b)(Zspecific recursion & general recursion (K £ 9 (23T L
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A factor that must be recognized in evaluating the ‘clash’ between the rarity of
recursion and its alleged central role in language is that studies of the actual occurrence
of recursion focus on specific recursion while Chomsky’s more recent claims about the
centrality of recursion seem to emphasize general recursion, i.e. hierarchical grouping.

(p. xxxiii)

21 H7%:&I1Z, Chomsky (1995)®index | (Zrecursion & V9 JHH X 7\,
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Synopsis

Some Remarks on “Recursion”

Satoru Nakai

Since the publication of “The faculty of language: What is it, who has it, and
how did it evolve?”” by Marc D. Hauser, Noam Chomsky, and W. Tecumseh
Fitch in 2002, in which they propose the hypothesis that “FLN [faculty of
language in the narrow sense] comprises only the core computational
mechanisms of recursion” (p. 1573), there have been lively debates on recursion,
but the debates have been confused because Hauser et al. did not define the term
“recursion” explicitly.

There have been two interpretations of the term “recursion.” One is that
recursion is self-embedding. That is, a constituent is embedded in another
constituent of the same kind (e.g., noun phrases in noun phrases or sentences in
sentences). The other is that recursion is an iterative application of an operation
(typically Merge in Minimalist Program).

Though Hauser et al. did not define the term “recursion” explicitly, the careful
reading of the article leads us to realize that the article is written within the
theoretical framework of Minimalist Program and therefore the recursion in the
article should be interpreted as the iterative application of Merge. Chomsky
explains Merge with this concept of recursion in mind in his The Minimalist
Program, which was published in 1995 and the recursion in this sense was
common among generative linguists when the article by Hauser et al. was
published in 2002. Those who have taken it that the recursion in Hauser et al.
(2002) is self-embedding have failed to understand what Minimalist Program is
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and what Hauser et al. (2002) mean by “recursion.”



