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Scienceit20024E11 H22 H # |2, Marc D. Hauser, Noam Chomsky, W.
Tecumseh Fitch?®34412 X % “The faculty of language: What is it, who has it, and
how did it evolve?” &\ 9) G XLAMEIR S N7z T DR, TOmLIINVHNAH R
MFEIESRITOTH LY, COMFO—DIIEINY@mhhHb' K
Fild, COETNVERSFEEML, 20, WP LBRT 20 Or0MEL
L LI ETHEDTH D,

Hasuer et al. DL T, AB O FFERES) (faculty of language) %, AV ERIR
TOEFERE/] (faculty of language in broad sense, FLBEHET) LFRVWEBRTO
S B HE/) (faculty of language in narrow sense, FLN&B&ES) DOIZ50F, fk
WEIR TOFEERE 2 DT 5 Oldrecursion (G TH 5 LT
%> D%, recursion*Universal Grammar (38 301k) ZHEOT 50 DT
Hs (D%, recursion? Universal GrammarDVHDOHRER TH H) LW
HITETHLS

Z AUkt LC, Daniel L. Everett& W29 BiEEED, 7IINVDTI VD
B CHEE LT\ B ¥ &N Y EE(Pirahd)idrecursion® F5 72 2 WSFETH D,
recursion® FF72 R WEREDS D2 Tb HAHIRY, recursionidUniversal Grammar
ZRHOT L0 DOTIE RV EFIRL, @FIIEE 72D TH 5S4 Everettld,
Universal Grammar % 5 01F 2 HR T T XTO AMFFEIHAE L 2 ud %
57\ &) ITH5IZ37. 5 T, Hauser et al. (2002)D EEIZEA L TWADTH
%o
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COFHFIEATA T THHRY) LIFo N CEEEIC %z 5720 DTICHIHT 20
1320074F-6 H 10H @ “Shaking language to the core” & B3 5 Chicago Tribune®
DL OPRTH Do FEBRADD LD, I TldEverettiZFLA (DF D,
Chomsky) |22 H[A2>) BHED L) b T b,

Students of language consider Noam Chomsky the Einstein of their
discipline. Linguistics is a very old science, but beginning in the 1950s,
Chomsky so revolutionized the field that linguists refer to the time prior to
his work as B.C., or before Chomsky.

They may have to add another marker: A.D., after Dan.

Daniel Everett, a faculty member at Illinois State University, has done
field work among a tiny tribe in the Amazon. He reports that their obscure
language lacks a fundamental characteristic [recursion® Z & (S. N.)]that,
according to Chomsky’s theory, underlies all human language.’®

(rpig)
This spring, three dozen linguists, psychologists and anthropologists came
to ISU [Illinois State University (S. N.)] from Germany, Finland, Sweden,
the Netherlands, Hungary, England, Scotland, Croatia and Denmark for a
conference that was basically a scholarly referendum on the proposition:
[“IWho is right, Everett or Chomsky?”

Chomsky’s followers can’t shrug off Everett’s claim as an insignificant
exception to the rule. By their theory, all humans are hard wired for speech
essentially the same way. Yet here was an upstart claiming to have spoken
with people who lack one of the wires.

As news of Everett’s findings spread through the linguistics community,
Chomsky, who is a professor at the Massachusetts Institute of Technology,

and two associates fired back in a 2005 article in the prestigious journal
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Science, insisting that recursion marks the boundary between humans and
our animal friends.® They dismissed as irrelevant the “putative absence” of

recursion in one language.

CDRFEEVZELHE L, Hauser et al. (2002)DrecursionD FE % 1F L < B
it CTHE 5T, Everettb DFERZEAEAIZL CitFr2EW T 5, Hauser et
al. (2002)Drecursion D EHIRIZDOWTIZHEIZ EFHEL < HHT 5,

F72, 20124FIINHKD [HERF T~ F v 7] L) FHT, [E51 2 Gk
DEFHZRD TV YOR] PRGESN, HATOEEIZ R 572,

CD &) IR o 1SR A =2 H b —DRIFE SN VRIS
IR Y (ZrecursionS B VO E D) By O HIEL, b LEZ N VEEIZANKIZ
recursion¥ 72 WD TH UL, recursionldUniversal Grammarz 5017 5 H O
LLTROLNRVONTH S, =DOHIE, EFnrifilrecursionS e VD
ZEITN DN PEEFERTE 200 L »EBLL 2\ &) Immediate
Experience PrinciplelZ £ % &\ 9) EverettDfiASIE L\ D0 E ) 2 Th b,

AFETlE, =2 H?DImmediate Experience PrinciplelZi ) EIF9, €
FElCrecursion?Sd 2 DR\ D7 kv ) [ & FLN & ORI |2 5 % 24 C
5o

EFN Vg Tld, €8N ViEllrecursionidh 5 DD VO &) DS
G meDTH 205, MEZEHEIZ L TV B0, recursionD IEFHDFHIZ L -
TRLZLIETHD, MHIZE D &, recursionZembedding (HIAR) &
RS %3785 (Everett?d7¥5) &recursionz Merge?#gt V) 3K Lad & RS
%3LY; (Nevins et al. (2009a) & 3% & { Hauser et al. (2002)D3.%5) 255 % D
ThHb, LT, —FOREIL, Hauser et al. (2002)% #LH] L T\> % Everett H
73 Hauser et al. (2002)Drecursion IE L B L TWAawnwZ & ThHb, 20D
HIZOWTHIZEwR L %,
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2 Hauser, M. D., Chomsky, N., & Fitch, W. T. (2002). The faculty
of language: What is it, who has it, and how did it evolve? Science,
298, 1569—-1579.

YN v Zrecursion?Sd B DR WO OiSE RAFNS, wFo b5
. Cd % Marc D. Hauser, Noam Chomsky, W. Tecumseh Fitch?®3 A2 X % “The
faculty of language: What is it, who has it, and how did it evolve?” & \» 9 FL DM
BEMRLTBIRETDHD ),

Hauser et al. (2002)1%, SrEAEN %, L \VEKRTO SRR I (faculty of
language—broad sense (FLB)) & SR\ EIRTOEFEHRE I (faculty of language—
narrow sense (FLN)IZ531F, ZNENERD L HIZHHL T2,

FLBIE, WMARFIHE Y AT AFLN)E ZD Y AT A EFEA L TW L AEA
FRO[ &G - B (sensory-motor) | & A 7 4 & [#f/2: - & [X|(conceptual-intentional ) |
VATA (A =T A REMEND) )P RELTODY AT A
T EURITH D, FLBICIA S EGT 2EW RIS E EIN LD, i
[ERIFL R HALRTEER & Vo 72 BRI L o TR ETIESH 2 05T Tl R vA
BWHED Y AT K3 EE N\,

Faculty of language— broad sense (FLB). FLB includes an internal
computational system (FLN, below) combined with at least two other
organism-internal systems, which we call “sensory-motor” and “conceptual-
intentional.” Despite debate on the precise nature of these systems, and about
whether they are substantially shared with other vertebrates or uniquely
adapted to the exigencies of language, we take as uncontroversial the
existence of some biological capacity of humans that allows us (and not,
for example, chimpanzees) to readily master any human language without
explicit instruction. FLB includes this capacity, but excludes other organism-

internal systems that are necessary but not sufficient for language (e.g.,
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memory, respiration, digestion, circulation, etc.). (pp. 1570-1571) (Italics by S.
N) (MFFHDOA # ) v 7350 F $)

Z Z T “some biological capacity of humans that allows us (and not, for example,
chimpanzees) to readily master any human language without explicit instruction” &
FKHINT04EW50 (D% ) E/R) AL, E3THRBRRALH IS,
5, Language Acquisition Device (LAD & &) LIFIENTE72 A H =X A
THh), ZOLADIZIZUniversal Grammard & 5,

CHUSK LT, FLNIE, HiIRMZFHE Y AT L TH Y, BHE - EB) S
SEREVH A U =T o A A LML TV D,

T

Faculty of language—narrow sense (FLN). FLN is the abstract linguistic
computational system alone, independent of the other systems with which it
interacts and interfaces. FLN is a component of FLB, and the mechanisms
underlying it are some subset of those underlying FLB. (p. 1571) (A ¥V v
7REXDE )

computational system (FIE Y AT LAHLWVIFER T AT L) Lo THHL
FO X IHT RS DIFTIE AR, AT —2Drepresentation (£%) %
Bl Drepresentation™ & IHIZ 5% (mapping) L TW S EMETH 5.7 728 213, the
dog rank ) LDOJREEZFZ 2 TH L H o LHEF(mental lexicon)?* Hthe,
dog, rank V) =ZODFEEHY ¥, 2NN OFEFEEE I & ICHHREHR,
TERETE R, MR & % £ - Zorepresentation P FET b0 % L Tthe®
representation & dog@representation® #& & 9 % Lthe dogd 9 A @
representation?3d 5 72 IZVEH LS, Z Dthe dog & v ) 41 Drepresentation & ran
&\ 9 FEFEIE H Orepresentation® #f & 3 5 Lthe dogran& \» 9 LD

representationMESH L5, T D & 9 2@ Arepresentation % I Drepresentation |
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%5 2 T L EED computation (FHEH 2V IFHEE) ThH D,

FLNO X — & 2 L EZ IR Y A7 4 (JRWER TOsyntax) TH 1),
CDEIH Y AT AR Brepresentation?s, HEHI AT AL o TEE -
HE) DA 27— T 2 A4 AZEBRIN, BRVAT AL TS - B A
Y =724 AR END, £ LT, FLNOM & 7% % Fifidrecursion TH
5o

We assume, putting aside the precise mechanisms, that a key component
of FLN is a computational system (narrow syntax) that generates internal
representations and maps them into the sensory-motor interface by the
phonological system, and into the conceptual-intentional interface by the
(formal) semantic system; . . . . All approaches agree that a core property of
FLN is recursion, attributed to narrow syntax in the conception just outlined.
FLN takes a finite set of elements and yields a potentially infinite array of
discrete expressions. This capacity of FLN yields discrete infinity (a property

that also characterizes the natural numbers). (p. 1571) (Italics by S. N.)

FLBD % O IO EHEENY) & o STV 575, FLNOFL & 72 4 4F
VETd Arecursion| XM DO EIW I AZABI A2

At a minimum, then, FLN includes the capacity of recursion. There are
many organism-internal factors, outside FLN or FLB, that impose practical
limits on the usage of the system. . . . although many aspects of FLB are
shared with other vertebrates, the core recursive aspect of FLN currently
appears to lack any analog in animal communication and possibly other

domains as well. (p. 1571) (Italics by S. N.)
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Hauser et al. (2002){%, FEEREJIOHEICH L T=2D#HAEZ b D &
LTV, S EEFY 5 DIk OHyptothesis 3 (IKGi3) TH 5o

Hypothesis 3: Only FLN is uniquely human [J33CCTA 1) v 7 (S. N.)].
On the basis of data reviewed below, we hypothesize that most, if not all,
of FLB is based on mechanisms shared with nonhuman animals (as held
by hypothesis 1). In contrast, we suggest that FLN—the computational
mechanism of recursion—is recently evolved and unique to our species . . . .
according to recent linguistic theory, the computations underlying FLN may
be quite limited. In fact, we propose in this hypothesis that FLN comprises
only the core computational mechanisms of recursion as they appear in
narrow syntax and the mappings to the interfaces. . . .

The available comparative data on animal communication systems
suggest that the faculty of language as a whole relies on some uniquely
human capacities that have evolved recently in the approximately 6 million
years since our divergence from a chimpanzee-like common ancestor . . . .
Hypothesis 3, in its strongest form, suggests that only FLN falls into this
category . . . . By this hypothesis, FLB contains a wide variety of cognitive
and perceptual mechanisms shared with other species, but only those
mechanisms underlying FLN—particularly its capacity for discrete infinity—
are uniquely human. This hypothesis suggests that all peripheral components
of FLB are shared with other animals, in more or less the same form as they
exist in humans, with differences of quantity rather than kind . . .. What
is unique to our species is quite specific to FLN, and includes its internal
operations as well as its interface with the other organism-internal systems of

FLB. (p. 1573) (Italics by S. N.)
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Z T, Hauser et al. (2002)l3, [FLBO$XTTIdWA% 1%, (Hmg)
AL OFE L I ENTVBE AT Z A LITEINT WD ERE] T 575
[FLN—recursion& V9 5145 A 1 = X A—3F R I L L4~ O ICEA T
HDHERE] L, [HREOSHEHGICIIUE, FLNOIEEIZH 2 elE 13 4<
BRESNTWD, FEE, T ld, FLNIX, HROHRERICHN Srecursion W
IMEBRDEHEANZANEA Y H =T 24 ANOER T 2 Gt & 2O
FTIIEFET L] BT, [FLBIE, Mool & A4 2 EE VFEH A
HEZALEHEA N Z AL G0N, FINOIEIKIZHEINHD AT =K L
—IFI2E OMEII IR O REI I — 2 B ABICE R 2 DTH 5 o

Hauser et al. (2002)(Z “FLN comprises only the core computational mechanisms
of recursion” L EHLTWHLDTHL 05, b L, recursionx 72 WEik
WN—2TH HIUL, Hauser et al. (2002)DIKFHIIEFE S5 &, ChomskylZ
B35 N2 3RS HDOTHD, 79 LIZERO—FI L LT, Traxler et al.
012)Z R TAH L9,

If we accept the description of human language as consisting of a unique
core [Narrow Language Faculty (FLN) in Fitch and colleagues’ terms] and a
peripheral suite of cognitive abilities [Broad Language Faculty (FLB)], then
of the contents of each must be described. According to Fitch and colleagues,
the sole occupant of FLN is recursion, defined as the ability to embed a
constituent of a given type within another constituent of the same type. This
formulation can be falsified if other language abilities are found to be unique
to humans, in which case the contents of the FLN would necessarily include
more than just recursion. The formulation can also be falsified if evidence is
found of a human language that does not make use of recursion (assuming
that universal language properties will be manifest in some observable form

in all human languages). (p. 616) (Italics by S. N.)
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CCTHEHBELTB2RITUT R S %A, “the sole occupant of FLN is
recursion, defined as the ability to embed a constituent of a given type within another
constituent of the same type” &R H5NTW A £ 9 |2, Traxler et al. (2012)13,
recursion & embedding & fFFR L, Universal GrammarDf§ B E R IZ T X TOEFE
IZAETE L 2 1Ud 7% 59, Universal GrammarDf#E % K { SFEAT—D T L AT
T£9 1UEHauser et al. (2002) DIFH3IERGE S 115 &\ ) Fife T, recursion (2
% V) embedding) %K { ¥ ¥\ VEEASE S IZHauser et al. DR % KAET 55
HTHDHEBRRT VD,

Evidence against recursion as a universal human language characteristic
might be found in Pirahd, a language spoken by approximately 300 hunter-
gatherers in the Amazon River basin in Brazil. This language has been
documented almost exclusively by the linguist Daniel Everett, who spent
approximately three decades living with the Pirahd. According to Everett,
Piraha lacks any form of syntactic recursion. An English sentence such as
“Give me the nails Dan bought,” contains a recursive element, “Dan bought
A

the nails”—as in “Give me the (nails)

filler filler®

that Dan bought ap (the nails)
Piraha speaker would express that same thought in the following way: “Give
me the nails. Dan bought those very nails. They are the same” (Everett 2009
[AH4% T DEverett (2009a)(S.N.)]). Even “mild” forms of recursion, such
as conjoined noun phrases, are not attested in Piraha (E. Gibson et al. 2011,
March [;] E. Gibson, personal communication).

Assuming Everett is correct about Piraha, the existence of a language
that does not have recursion would appear to falsify a strong version of the
“narrow language faculty” claim. If recursion is the sole occupant of the

narrow language faculty, and if we assume that the contents of the narrow
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language faculty will influence overt language behavior, the absence of
recursion in the overt form of any human language would provide evidence
that recursion is not present in the mental processes that generate the overt

form. (p. 616) (Italics by S. N.)

Traxler et al. (2012)i, ¥ %/ §EICIdrecursion7 7 <, Hauser et al. (2002)
OHIERGE S N7z LR L T 225, REi2 S, EF N VERIIEAR YIS
recursionZ’ 2 VO E ) NI T ERFE KTV T EIZT B,

Y& viEDrecursionlZ T 2% T, QEICEWTEPRIEE L W
Z &3 —D2% b, Hauser et al. (2002)DrecursionidMerge D 1) 3k L#E D =
& RS 5 O DSEY) 2 DT HHY, Hauser et al. (2002) 13, FHLOHFTlE
recursion M ICEFR L TV AR WVWOThH L, 20O ESMEE D LM
LTWbDTHhb, Traxler et al. (2012)%, FELOF|HLH T, recursion®
“the ability to embed a constituent of a given type within another constituent of the
same type” EEF L TWb, 2%, recursioniZembedding®Z & TH ),
embedding”SFLN (& % \» It Universal Grammar) % 5851}, Universal
Grammar % FF OV 2 HR I TR TOFFHIAAE L 21T IUE % 5 v & OFj
£, ¥ vikldembeddingZ K { D TdH 5 7A 5, Hauser et al. (2002)D 1K
HBIENREEN A EEZ TV DEDTH 5

3 ¥ &N UEEIZIErecursion (embedding)h @ B D72\ D A

T 5 (drecursion & FE 72 2 WEFEMAAE L, L 72255 CTrecursiontd
Universal Grammar % 558011 % & O Tld 72\ & 5k L 72D A%Daniel L. Everett
THb° WOFRDOBIPL 2o THLDONRTITINDOT YV v ORMTH
ENTWDBE SN ViE(Pirahd) TdH %o Everett (20092)DIRFTH 5 [E 5/
y— [SiEARe] #2230 RE—] o [RE\ED L] (p. 386)12
£ L, EFNVERERET NIBUE400AD 5500 A 5722 ThD, H
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KTISD E ZANKEI N VEEDFEEN TV LM TH L, (Derbyshire, C. &

Pullum., G., K. (1986) & 1))
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language groups
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Apalai

Apurina

Ashaninca )
Asheninca
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10 Guajajara

11 Jamamadi

12 Machiguenga
13 Nomatsiguenga
14 Pajonal Campa
15 Palikur

16 Parecis

17 Paumari

18 Piraha

19 Piro

20 Teréna

21 Urubu-Kaapor
22 Waura

23 Yagua
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Everettld, Z DY ¥/ Uikl idrecursion?s7: < (Everettld, Y ¥/ VFEIC
ldembeddingZ’ 72\ & F 5 TH Y, embedding & recursion [f] U EEKTfli> T
\W2%), L7:A%5 T, Hauser etal. (2002)?, FLN#% J##-1F % ®ldrecursion T
HBHEV)BHHIEHEES TR ELFRLTVRLEDTH b,

¥ &N il Zembeddinghid B DA RV ORI DO WTIE, LT 042 O
THEMPED ENTVLDT, Z0420mLFIEFICAR TS EI2T 5,

Everett, D. L. (2005). Cultural constraints on grammar and cognition in Piraha:
Another look at the design features of human language. Current Anthropology, 46,
621-646.

Nevins, A., Pesetsky, D., & Rodrigues, C. (2009a). Piraha exceptionality: A
reassessment. Language, 85, 355-404.

Everett, D. L. (2009b). Piraha culture and grammar: A response to some criticisms.
Language, 85, 405-442.

Nevins, A., Pesetsky, D., & Rodrigues, C. (2009b). Evidence and argumentation: A
reply to Everett (2009). Language, 85, 671-681.

CITERHICEWTEB2RIE R 5 2w Lid, Everett (2005)T I3,
recursion& WV ) FEIIHHEINTE ST, o5 K5 Vil iZembedding
DEWVEFEDNTVLZTTHL L) ZETHS, Everettld, 20054 D
XL LHTIE, EF B Idrecursion 7 <, Hauser et al. (2002) D4R
BHENTHL LFRLTVWEDTHL, OB E 2T, Nevins
et al. (2009a)i3Everett (2005)DHLEITd 5 7215 T £, 20054 LLFEDEverett®
FERANOHFE B> TVRDEDTH 5,

Everett& Nevins et al. D O OETIL, £9°, Bverett® 75T 251 LW
)M TH Do Everettld, ¥ ¥V EEIZIdembedding¥7 & F\», Nevins et
al.ld, EverettDGATIXM#E->TBY, E ¥/ UiElliZembeddingd’dh 5 & £
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RLTWEDTHb,

3.1 Everett, D. L. (2005). Cultural constraints on grammar and
cognition in Pirahd: Another look at the design features of human
language. Current Anthropology, 46, 621-646.

Y5 EIZidembeddingS e WV E BIREICFIREN TV A DD T DR LT
H%o WAIEverettDaw LH3H ), ZORIMMA»DOFEZDOARX Y M 3d Y,
Z LT, WEICBverettDAEDHDH & VIR TH 5o

Z OFCIE, Hauser et al. (2002)% EHEHH L TWwr 0TI R, ¥
FN v EEIZidembeddingS R WV E FIRL TW AT TH S, EF N VRIS
embeddingZs 72\ > Z & A%Hauser et al. (2002)DUGFHAND SEE & 7 % &9
FECOMILDEIEH SIND L0720 TH 5,

CDRLDWHADITT, Everettld, fMOFFHIIEH TN oMW EST N
VIEDORHE WL OPHIEL TV b,

BRBEARHZ AL W) ez R v,

all®*eachXevery°mostR’some? & 9 7w b~ HE 7 (quantifier) 23 7%
2

BRHFED R,

B A BIETED T2\

RAEFADHFPHEATH 5o

SE T REHIA

A summary of the surprising facts will include at least the following: Piraha
is the only language known without number, numerals, or a concept of
counting. It also lacks terms for quantification such as “all,” “each,” “every,”

“most,” and “some.” It is the only language known without color terms. It
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is the only language known without embedding (putting one phrase inside
another of the same type or lower level, e.g., noun phrases in noun phrases,
sentences in sentences, etc.). It has the simplest pronoun inventory known,
and evidence suggests that its entire pronominal inventory may have been
borrowed. It has no perfect tense. It has perhaps the simplest kinship system
ever documented. It has no creation myths—its texts are almost always
descriptions of immediate experience or interpretations of experience; it has
some stories about the past, but only of one or two generations back. Piraha
in general express no individual or collective memory of more than two
generations past. They do not draw, except for extremely crude stick figures
representing the spirit world that they (claim to) have directly experienced. (p.

622) (Italics by S. N.)

BRHEAREZ 5 L) Eax Fi7- 7\ 2 & RallReachReverymostX?
some M X 9 7% quantifier #5727\ 2 & RBEHFEE /W & H EIED
LI ETHDHD, 22 Tldembedding®D AIZELEEZ BT TmFERTHAL I

Z DL Tldrecursion& W) FEIFHHONTE ST, 5l Hembedding’h’
ffibNTwb, LT, embeddingld, “putting one phrase inside another of the
same type or lower level, e.g., noun phrases in noun phrases, sentences in sentences,
etc.” LEFREIN TV 5,

Z D& 91T, Everetthrecursion & embedding % [F] UEMRCHiIH L C\»5 2
& (2oL Tldrecursion& V9 FEIFEH STV 22\ A%, Everettid 20
F LA Cldrecursion & W 9 i % embedding & [{] UEECTHEH L T 5) (X
IO TBHPRIER SR\, D27 2 3 2T, Nevins et al. (20092)75,
Hauser et al. (2002)i3, recursion% MergeD# 1) 3K Li#H DM Cfi>TH ),
embeddingD EIR TIEffi> TH 53, EverettH Hauser et al. (2002) Drecursion®
ERAZELCHBL T anI ExiBHL T 2 L 2/NT 5,
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WSO G 2T BEIC, Everettld, Z D2005FEOFSLLARTIZIE, €4
N VEEICIEembeddingH B L FE o TV Z L ICER L TBLRITNE RS
72\ Everett (19833 DLFCTH 1), Everett (1986)13Z D115 CIZ
EOVTZEIN VFEOLFEDOMITH A A, TNH T, Everettld, ¥4
NV EEIZembeddinghidh b L 5o T\ b, LA L, Everett (2005)Tld, %,
¥ &NV EEIZ IZembedding 7S v & 9 AT R LTV B HELE, Everett (2005)
D7F1T “This paper supersedes any other published or unpublished statements by
me on those aspects of Pirahd grammar here addressed.” (p. 621) & FHS L T\ 5%,
D F ), Everett (2005)LAETIZIZ E ¥/ U FEIZIZembeddingh d 5 & - T
7oA, ZAUREEEVLT, ¥4 YIS embeddingdi V> E VD DA 54
BAEELWER S TWRESINVFEOFITITHDL L) L THD"

ZNTIE, ¥ VEEIZidembeddinghi 7\ & W ) Everett D 5T D—D %
ATH Lo -sail ) HEMLOE R (nominalizer) S & % L5k CTd b o
HLIEE, MFOTNTE I - T 2 0RRELROT, OGO
RFED-sail BT E LT TRFER TN I EICT D, 9, EverettD 443
LICRIT Rl 2 A Th L 9"

One more unusual feature of Pirahd, perhaps the strangest of all, is the
absence of clear evidence for embedding. Indeed, the evidence suggests that
Pirahd lacks embedding altogether. Let us begin by considering how the
function of clausal complements is expressed in Pirahd without embedding.
English expresses the content of verbs such as “to say,” “to think,” and
“to want” as clausal complements (here the use of a subscript s labels the
embedded clauses as theory-neutral): “I said that [sJohn will be here],” “I
want [syou to come],” “I think [sit’s important].” In Piraha the contents of
such verbs, to the degree that equivalent verbs exist at all, are expressed

without embedding:
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24.ti gadi -sai ko’ot hi kahap -ii
I say -nominative name he leave -intention

“I said that K6’oi intends to leave.” (lit. “My saying K6’oi intend-leaves.”)

The verb “to say” (gdi) in Pirahd is always nominalized. It takes no
inflection at all. The simplest translation of it is as a possessive noun phrase
“my saying,” with the following clause interpreted as a type of comment. The
“complement clause” is thus a juxtaposed clause interpreted as the content of

what was said but not obviously involving embedding. (pp. 628-629)

CITEDLNTWD I LIE, HFEDto saylIHYS T 5 ¥V iEDgdildH
WAL ENT (gaiDBIZAFNDERFD-sain’ >V TWnb) flibis,
L7285 C, 2406IC, ti gdi-sai (1 say-nominative)D %47 1Emy saying & 3
NRETHY, ZDOmysaying& HiETKS' of intends to leave & FRE LTV AT
ICAHE T A AEE SN TS L) TETHD, Ko of intends to leave®
o sayDF L E o TV D DI TR R NE VW) T L THD,

SO LML T 2D EFDRIIK L ZEThh b, EFNY
FEISOVOFEIEDOSEETH 2005, HMFEXEIEI ORI K2 T IUZ % & 2 wn
T TH2D. LAL, 250a0BILICHLD £ 912, seed HIYEFEDIEFETHISC
AN % 80 dsee & WV ) BRI ORISR TV 5, bOBICTIE, HBYEEAN S
AR e DTE YN Y EEOHEATEMUZGE BN G OHIIZH 5o cOBILTI, hi
kahai kai -sai £\ ) SEEOHSIAAL T B ESVHFOHIZH ), EFyny
L LTUINERTH L, b LAFIHEI % SITEEF ORI E 2T H#K I 7%
LT THLY, NEETHLOT, ZITHDAEFNAFEHTIERVE
WIHEZHTH D, BISLDHD LED Everett D TH %,
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25.a. hi ob -aa’dai kahai kai  -sai
he see -attractive arrow make -nominative
b. kahai kai  -sai hi ob -da’al
arrow make -nominative he see -attractive
c. *hi kahai kai -sai ob -da’ai
he arrow make -nominative see attracitve
“He knows how to make arrows well.” (lit. “He sees attractively

arrow-making.”)

There are two plausible analyses for this construction. The first is that
there is embedding, with the clause/verb phrase “arrow make” nominalized
and inserted in direct-object position of the “matrix” verb “to see/know well.”
The second is that this construction is the paratactic conjoining of the noun
phrase “arrow-making” and the clause “he sees well.” The latter analysis
seems to fit the general grammar of Piraha better. This is because as an object
the phrase “arrow-making” should appear before the verb, whereas here it
follows it. And, whereas normally there is optional clitic agreement available
with any direct object, there is never any clitic agreement with such “object
complement clauses” in Piraha (Everett 1988). Further, although the order of
“complement” and “matrix” clauses can be reversed, the “embedded” clause

can never appear in direct-object position. (p. 629)
Everettld, Y% /\2iElZembedding?S 2\ DIE, EF N DANBEHRT I 2
=Y a v EENRBRICRET A L0 ) U5 50D TH S L Lk

Lfb\éo

I argue that these apparently disjoioned facts about the Piraha language—
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gaps that are very surprising from just about any grammarian’s perspective—
ultimately derive from a single cultural constraint in Piraha, namely, the

restriction of communication to the immediate experience of the interlocutors.

(p.622) (A% Vv Z7IZEXDEE)

Everettld Z #1% principle of immediacy of information encoding (p. 631) & If-AC

Wb WS, FCO Y A b IVAS “Cultural constraints on grammar and cognition

in Pirahd” 72 ® T& %, Nevins et al. (20092)i%, Z OJFEM ZImmediacy of

Experience Principle (IEP) & I A TV 5,

Everett (2005)iZ, Lack of Embedding& 39t 27 ¥ a Y OFREERD L) 12

%ﬁﬂ?&b< </)'/Cb\%)o

If indeed there is no embedding in Pirahd, how might this lack be related
to cultural constraint? Embedding increases information flow beyond the
threshold of the principle of immediacy of information encoding. Although
Piraha most certainly has the communicative resources to express clauses that
in other languages are embedded, there is no convincing evidence that Pirahd
in fact has embedding, and, as we have seen, positing it would complicate our
understanding of question formation. This would follow from the principle of
immediacy of information encoding, which I take to be the iconic principle

constraining the grammar’s conformity to cultural constraint. (p. 631)

bL, €N riEllembeddinghi e, ZOEHPII=Fr—ar%

ERORBRICERET A2 L V) FEETH L 201X, BHERHLEETIEH D,
Nevins et al. (20092) TH Y LiFsi, HH SN THEDTH LD, FRT
1322 OREIZIZZHAS T, embedding® HIEDFERIZOAERF L TTW

<o
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3.2 Nevins, A., Pesetsky, D., & Rodrigues, C. (2009a). Piraha
exceptionality: A reassessment. Language, 85, 355-404.

Z O 3LIE, Andrew Nevins, David Pesetsky, Cliene Rodrigues?®3 A2 & %
Everett (2005)IZ8 3 2 H)TH 5,

T, W CEEDabstract TZ D LOMIEE L TBI ),

Everett (2005) has claimed that the grammar of Piraha is exceptional
in displaying ‘inexplicable gaps’, that these gaps follow from a cultural
principle restricting communication to ‘immediate experience’, and that
this principle has ‘severe’ consequences for work on universal grammar. We
argue against each of these claims. Relying on the available documentation
and descriptions of the language, especially the rich material in Everett
1986, 1987b [A AR DEverett (1987) @ Z & (S. N.)], we argue that many of
the exceptional grammatical ‘gaps’ supposedly characteristic of Piraha are
misanalyzed by Everett (2005) and are neither gaps nor exceptional among
the world’s languages. We find no evidence, for example, that Piraha lacks
embedded clauses, and in fact find strong syntactic and semantic evidence
in favor of their existence in Pirahi. Likewise, we find no evidence that
Piraha lacks quantifiers, as claimed by Everett (2005). Furthermore, most
of the actual properties of the Piraha constructions discussed by Everett (for
example, the ban on prenominal possessor recursion and the behavior of WH-
constructions) are familiar from languages whose speakers lack the cultural
restrictions attributed to the Piraha. Finally, following mostly Gongalves
(1993, 2000, 2001), we also question some of the empirical claims about
Pirahd culture advanced by Everett in primary support of the ‘immediate

experience’ restriction. We conclude that there is no evidence from Pirahd
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for the particular causal relation between culture and grammatical structure

suggested by Everett. (p. 355)

ZZTHIBRENTWBHAH, Nevins et al. (2009a)ld B 725 THZIZE S
INVEEOFIE R L72bIT Tid 7 ¢, EIZEverett (1986) & Everett (1987) (21
IXEverett (1983)% HL72bDTH A 9) ICHbHT— % Wi L, Everett
(00S)D AT E > T B T E 2R L7229 T & TH S, Nevins et
al. (2009a)l%, Everett (2005) TH/R SN TV 5 T — ¥ L EverettD# L5 &
Everett (1986)D 7 — % DX HbETHIUL, EFNVFEIIEREE vy
THHDHEIZEZR VL, Everett E ¥ N VEEIZEHAETH B L FRLTW
LI ROMOSETL LK ROENL LD TH D LB TW5(p. 360),
Nevins et al. (20092)2°> 53 4UL, EFNVEEIHR L THRFOSFEO T THI
A TIE R VWD TH S (%3, Nevins et al. (2009a) TlE, CAlLEverett
(2005)%, DISSIZEverett D153 %, HALIZEverett (1986)% 153 )

The Piraha language described in DISS and HAL, even when coupled with
the Piraha data offered in C4, gives us no cause to suspect that Piraha
displays ‘gaps that are very surprising from just about any grammarian’s
perspective’(CA:622). Instead, we devote much of our discussion in the
following sections to showing that the Pirahd constructions discussed by
Everett in CA actually reveal properties of Piraha that are amply attested

elsewhere among the world’s languages. (p. 360)
ZITlE, Nevins et al. (20092)D £ #EH % T\ ),

3.2.1 recursion & embedding
¥ 9", Nevins et al. (2009a)l%, EverettVSEHETH L LB -TnLEF /N
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FEOR A IRD L ) IZHEEB L, Everett (2005)7%° 2 115 OFEfHIEImmediacy of
Experience Principle IEP)IZ & % & FHRL TWwab 2 &2 #Mn L Twh,

The grammatical gaps and cultural properties that Everett considers important
are given in 1 (C4:621).
(1) Piraha gaps
SYNTAX
a. the absence of embedding
LEXICON/SEMANTICS
b. the absence of numbers of any kind or a concept of counting and
of any terms for quantification
c. the absence of ‘relative tenses’
d. the absence of color terms
e. the simplest pronoun inventory known
CULTURE
f. the absence of creation myths and fiction
g. the absence of any individual or collective memory of more than
two generations past
h. the fact that the Piraha are monolingual after more than 200 years
of regular contact with Brazilians
i. the absence of drawing or other art
j. the simplest kinship system yet documented
k. one of the simplest material cultures documented
All of these supposed properties of Piraha language and culture are
claimed to follow from a single ‘cultural constraint’, the IMMEDIACY OF
EXPERIENCE PRINCIPLE.
(2) IMMEDIACY OF EXPERIENCE PRINCIPLE (IEP):
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Communication is restricted to the immediate experience of the

interlocutors. (CA4:622) (pp. 356-357)

Nevins et al. (2009a)id, 4%k TN OHOFHFEBMITELRELDOTIEARL
EverettD ST HNE > TWAH DO TH Y, MROMOFFEICL < RSN D5
THHLIEEBMALTVD,

We believe that many of the seemingly exotic and inexplicable phenomena
that supposedly bear on the question of embedding are incorrectly analyzed
in CA. In fact, we show below that considerations of word order and semantic
scope argue in favor of the existence of embedding in Pirahd. Moreover, the
constructions and restrictions discussed by Everett in this connection turn out
to be neither exotic nor otherwise inexplicable, but show properties that are
known (and in some cases well known) from other languages of the world. (p.

357)

Nevins et al. (2009a) b embedding® KANZHEHZ BT TR LETWRHDT, K
FHT % embeddinglZ BT 2 EGOAEBNT LI L LT 5,

$ 97, Nevins et al. (2009a)i&, Everett3fi > T\» S embedding & V> 9 FFED
ERDHMECR WS LRI L T\ 5,

Consider, for example, CA’s discussion of the ‘absence of embedding’ in
Piraha. This linguistic gap is perhaps the centerpiece of CA, described as
‘[an] unusual feature . . ., perhaps the strangest of all’ (CA4:628) and unique
to Piraha (CA:622). To evaluate this claim, we must first know what the term
‘embedding’ is supposed to mean. CA itself characterizes embedding for its

purposes as in 3.
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(3) EMBEDDING: ‘putting one phrase inside another of the same type
or lower level, e.g., noun phrases in noun phrases, sentences in
sentences, etc.” (CA:622).

The characterization in 3 actually describes ‘self-embedding’ rather than
embedding proper (though we use CA’s terminology throughout) and is vague
on a few key points, including whether ‘putting one phrase inside another’
refers to the structural relation of IMMEDIATE DOMINANCE or merely
DOMINANCE and what criteria might identify phrases as ‘of the same type
or lower level’. It is also crucial to determine what is meant by PHRASE—
in particular, whether it may consist of just one word, or necessarily contains

two or more words (e.g. is John a nominal phrase in John arrived?). (p.

362)12 (KLFIZ L A5 F )

Z® T, Nevins et al. (2009a)i%, CADabsence of embedding% 155725 7
DIZE D IEFEICRNE L T 5,

(4) Ban on embedding in Piraha: No phrase o may dominate a
multiword phrase B unless a and B belong to distinct syntactic

categories (under a fairly coarse-grained classification). (p. 362)

U2, Nevins et al. (2009a)idembedding & recursion & MergelZ 2 W Cai L,
Hauser et al. (2002) Tl 4L C\vx BrecursiontdMerge D ) 3R L#H O Z & T
1), embedding® Z & Tlx7 W ERTW 25,

In recent work associated with the minimalist program, hierarchical phrase
structure is understood as a reflection of the iterated application of the

structure-building rule Merge (Chomsky 1995). (p. 365)
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Z LT, MergeDi VR LEHIZL > TWAB WA RMEENER SNDL DT
HY, ZDOMergeDii A recursive TH 5 Z & ZHEH L T\ 5,

Merge takes two linguistic units as input and combines them to form a
set (a PHRASE), in which one element is designated as the phrase’s head.
Two kinds of linguistic units may serve as input to Merge: (i) lexical items,
and (ii) phrases formed by previous applications of Merge. Since Merge
may take previous applications of Merge as input, the rule is RECURSIVE.
Iterated Merge yields the full variety of phrase structures studied in syntactic
research—structures composed of lexical items and phrases that were

themselves produced by Merge. (p. 365) (KL FIZ L 2 @FRIIH LD )

Nevins et al. (2009a)ix, 7E@D 11T, EverettZHauser et al. (2002) CfHEH 41T
Vi DrecursionDER A L CHUH L THB 59, embedding?s7%: V> Z & Airecursion
DHENWIETHDEMES TRMLTBY, IAHPREO—HTH S LFHH
LTwa,

MO ERCEOAREETIVTIE, [ UHiEEZ A& e LTsH
HiASrecursionZ 78§ L 2 b Tz, 728 21X, NP = NP’s N& Vo 7z H
— OB IrecursionZ £#2 L, £72, S = NP Aux VP, VP =V SD & 9 |2, fil 4
OFHNErecursion& #7272 5, O &M AE DETrecursionT RO B &
bdH Do

At least one important difference among theories of phrase structure is
relevant to our discussion. Confusion about this distinction may explain a
perplexing aspect of the Piraha literature: Everett’s assertions in writings more

recent than CA that Piraha lacks not just embedding, but also RECURSION
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(Everett 2006, 2007a,b [2007alL 445 DEverett (20070)D Z & TH 1),

2007blE AFH D Everett (2007¢)D Z & Td 5 (S. N.)]). The rule Merge (and
its counterparts in many approaches) is category-neutral, combining lexical
items and phrases of any type. Because of the category-neutrality of Merge,
every case of a phrase contained in a larger phrase counts as a demonstration
of the rule’s recursivity. Earlier models of phrase structure within generative
grammar (e.g. the ‘base component’ of Chomsky 1965) were quite different
in this regard. Although these models included a general template for
structure-building operations, the rules themselves were category-specific.
Separate rules were responsible for building a sentence, a noun phrase, a verb
phrase, and so forth. Consequently, the property of recursion could properly
be ascribed only to a rule that takes the same category as an input and as an
output. The rule introducing English possessors was a standard example: NP
— NP’s N . ... In addition, a CHAIN of rules applying in sequence could
also be said to show recursion as a unit—once again, so long as the same
category appears in both input and output of the chain. A standard example of
this generalized notion of recursion was sentence embedding (Fillmore 1963).
If the first rule of the relevant chain was S — NP Aux VP and the second rule
VP — V S, this chain of rules could be said to show recursion, even though
the individual rules do not. ( p. 366, footnote 11) (KILFIZ X % @135
XDEE)

W O SCE DrecursionD EFRIZHED) 75 HIE, b LAY IZEverettd’ T
%T%iiKEﬁAV%Kmmwm%ﬁ&wwféﬂ@,EVNV%K@
recursionS 2V EFE S THL L WTHA ) L L, BHIEDMinimalist Program
DETIVTIL, recursioniEMergeD# 0 3R L & EF ST 5, Mergeld

FIFICEH L CHIZTH Y, MergelM B SN T TERMEH7-LibmEHB %



82 LI

FHEMerge L TH % ERL, E5I1CMergeZ MED AL Tk4 &
WHEER LTV LA TE S, L72A 5T, Merge® i) E7F LTI,
recursion® K { EFEIE T Td % & Nevins et al. (2009a)lEF 9 o Mergeh i 1)
B UGB SICRE, 35E, 4L 0L o THM G NP TEH B> T D
ThbHDH, Mergellift D BLEHA 2, —ELPr#EATE 2O ThHN
WE2FELL EDO I FAEL VW Ll b, b HEAA, EFNVEERICITED R
DX % o

In fact, precisely those constructions that were typically presented as
evidence for recursion in earlier models are the ones discussed in C4 under
the rubric of absence of embedding. Indeed, in the context of early generative
grammar, the absence of this list of constructions from a language might have
constituted a demonstration that the language lacks recursion. In a model
with category-neutral Merge, however, a language that lacks recursion would
be considerably more exotic. No sentence in such a language could contain

more than two words. Piraha is manifestly not such a language. (p. 366)

Nevins et al. (20092)2°5F 9 &£ 9 12, EverettDrecursionD UL E - T %
DTH BN (recursionlZ DOV TIISEHITREL AL A), ZTI T, EFnr
FElZrecursionS®H B D\ O A TlE 7 <, embeddingh3dH % DA 7\ D H
CENEZLTTRF TR TV Z 8T 5,

F9°, €N VR IZembedding?S 72\ &\ ) EverettD 34T IZ & - T B
N, ¥ rEEIZIZembeddinghid A & > ) Nevins et al. (2009a)D Eik% 7T
Ao

Yeih Tembedding TR SN D Z & % U ¥/ U EIXAL # (parataxis) THK & \»
9 DA Everett (2005)D EiRTdH %A%, Nevins et al. (2009a)ld, =D D@D
5 Y F NV FET b embedding% ffi> TV % & BT %o
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T3, ESNVEEOH® ARG (embedded clauses)ldderanked clause TdH %
L9 DA Nevins et al.(20092)D FHRTH % 5

Nevins et al. (2009a)ix, T, HALIZHE- T, ¥V FEOMCEI OF)E
12 AE-sai &\ ) AFMLORF IS I, WSO BT EH O B)FT I
b EXFNTH D LBRRT V5,1

In fact, the constituents that we (in agreement with HA4L) would identify
as complement clauses in Pirahd look quite familiar from a crosslinguistic
perspective. The verb of a complement clause in Piraha bears special
morphology and is more ‘nominal’ than the verbs of main clauses. The
morpheme typically found on the verb in Pirahd embedded complement
clauses is -sai, glossed as ‘NOMLZR’ (nominalizer) by Everett (HAL). A
verb that bears -sai lacks the ability to show tense and aspect distinctions
(HAL:279), and thus might be called nonfinite as well as nominal. Some
examples are given in 13-16. (We discuss examples with the verb ‘say’ in
§ 2.6 below.) We have added brackets around what we would identify as

embedded clauses and have boldfaced the suffix -sai, for convenience.

(13) hi ob-aaxai [kahai kai-sai]
3 see/know-INTNS arrow make-NOMLZR
‘He really knows how to make arrows.’ (HAL:263, ex. 232)
(14) xoogiai hi xob-daxai [xapaitiisi xohoai-sai| hiaitiihi
Xoogiai 3 see-well Pirahd.language speak-NOMLZR Piraha
xigiabi-koi
people.like-EMPH
‘Xoogiai really knows how to speak Piraha, like the Piraha.’
(HAL:222, ex. 94)
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(15) koxdi soxo6a  xibiib-i-hai [tiobahai biio kai-sai]
Koxoialready order-PROX-REL.CERT child grass do-NOMLZR
‘Kox6i already ordered the child to cut the grass.’
(HAL:263, ex. 231)
(16) ko xoogiai goéi tiobahai xibiib-a-ati [xabo-0p-i-sai]
VOC Xoogiai 2.IMP child order-REM-UNCERT turn-go-EP-NOMLZR

‘Hey, Xoogiai! Make your child return!’ (HAL:220, ex. 83)
(pp. 369-370)

Nevins et al. (2009a)l, #iXLEIFA D 2 5 L2 TEREWEERIZ VA WA S5
CRONLLDTHY), HiXHIAHFAWIIRRZ 2D ICEBDOZ ETH
"), Koptjevskaja-Tamm (1993) & Stassen (198HICFEMX LT, ZD L9 LHix
deranked clause & FFATW5A, LT, ZOffiDderanked clauseld 7~/ > D
SHEIZLICRONDEDTH B LIBRT VWD,

H

The special morphological properties of the embedded verb in such
examples are not crosslinguistically unusual. As is well known, it is quite
common for embedded clauses to look more ‘nominal’ than their main-
clause counterparts, due to a partial or complete suppression of tense, aspect,
or agreement distinctions found in the verbs of main clauses. Koptjevskaja-
Tamm (1993) adopts from Stassen 1985 the term DERANKED (vs.
BALANCED) for reduced embedded clauses of this sort. Koptjevskaja-Tamm
offers many examples of languages that (either exclusively or quite generally)
use deranked constructions with nominal properties for complement-clause
embedding. . . .

In fact, deranked embedded clauses appear to be common among
Amazonian languages (see Derbyshire 1987:321). Aikhenvald and Dixon

(1999:456), discussing Piraha, characterize the pattern in 13, in which ‘a
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complement clause from English may be translated with a -sai nominalized
clause’, as a ‘typical Amazonian trait’. (p. 370) (KL & 2 5RFRILF L
$%)

Z DclauseDderankingld ¥ ¥/ v iflZembedding2Sd % 5272 W O iam 12
Lo THFIIEELEMETH L LELNLIOT, ZOMSORBHETH S
Stassen (1985) D] Z #1945 o 14

Stassen (1985)I2 L iUiE, Zoouft Lz HkFLA LI T2 HEL LT
DFHEDNH D —DE oM L ZBET L HETHE, ZOHE
1%, connective particle® ffi ) & L bR WAENH Y, T2, FENFFEL

BRFAFOFEPEMEINDLZ L b H D, BEEZ I A OH OMREEIIHE
BRI LT Y 712Hhb ) T ETHD, HORATNLILAEIZFR T LNV
THOAEN D, HOAENRVEE X )T OMEEEHOBFE L[ L <%
ETH B TOEFNVEMSINIZGETOHTOMFHEIEIFALT ¥ 7 Th b,
Stassen (1985)1%, W OHEiOMFEAF LT v 7128 & F 5 % balanced
construction & I:-0F, 2 X 9 7 % f# 9 S35 % balancing language & -5,

In order to express the situation in which two events occur in a fixed
consecutive order, a language may resort to one of two basic strategies. On
the one hand, it may choose to express those two events by means of two
independent clauses (and typically, though not necessarily, it will connect
these clauses by means of a connective particle). In this case, the important
thing is that the two predicates which express the two relevant actions remain
strcuturally of the same rank; that is, they are embedded at the same level
of structure . . . . Hence, if the total construction is not embedded, both
predicates in the chain will have the finite form of a main predicate. If the

predicates happen to have the same subject, coordinative reduction of one
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of the subjects may take place, but this will not result in a ‘de-balanced’
strcutural configuration: a coordinated verb remains a finite verb, even if
it has lost its subject, and it remains equally ranked to the other verb in the
chain.

Chaining constructions in which predicates remain of the same rank I
will call balanced constructions, and languages which choose this encoding
option I will call balancing languages. Examples of balanced C-chains

[consecutive chains (S. N.)] are the following:

(15) ENGLISH:
John jumped out of his chair and grabbed a gun
(p.76) A&V v 7 dETDEE)

L) —DODHEL, WHOBREDT 72 VFA2HETHL, ZDY

—OOBRFFELOTEITHY, &) —HORBRFHEIIFERIZR D,

Stassen (1985)l, TO X HICHFHDOBFED T » 7 % TF A % deranked
construction & IF-08, T @ X 9 %A% % i ) S5 % deranking language & 1153,

Rather than keeping the balance, however, a language may also choose
to represent the two predicates in a C-chain by reducing one of these
predicates in rank. In such a case, only one of the predicates in the chain
retains its finite verb form, whereas the other predicate is represented as a
subordinate, usually non-finite, verbal construct. Languages of this type |
will call deranking languages, and its syntactic chains I will call deranked

constructions. (p.77) (A Z V) v 7 ZFEXDOF )

Stassen (1985)IX % I — VBB Z > T\ 5,
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(19) TAMIL:
Avaru  kavide erudiittu naaval — moripeyarttaaru
he-NOM poetry-ACC write-PERF.GER novel-ACC translate-PAST.IND.3SG

‘He wrote poetry and then translated a novel’ (p. 77)

Z DT, moripeyarttaaru (he translated) ST 31 - W= 0 EEF OB T,
b 9 —F Derudiittu (having written)lZ5¢ TIE OB % &\ 95 IEEILOBhF &
o TWwh,

Z ZCTEEZOD), deranking & clause-embeddingld 725 L) Z & TH
%o deranking®& \ ) HEANEISCOMEEIC O MBI S, T D D VIEEILE
IIEEH S e v & v ) O73Stassen (1985)DFLTH 5o

Regarding the concept of deranking which we introduced in the previous
section, it may be useful to add a few clarifying remarks. To eliminate a
possible source of confusion, it should be stressed at this point that the notion
of deranking will be defined here as applying exclusively to the predicates
of sentences, and not to whole sentences or clauses. In other words, 1 will
classify a language as a deranking language only if, in the codification of its
temporal chains, it is the form of the predicate in one of the sentences itself
which signals the subordination of that sentence. Languages may employ
various formal means to achieve this subordinate marking of predicates. But
whatever the exact procedure for deranking may be, the essential point is that,
in order for a construction to be called deranked, it must be the predicate of
one of the sentences itself which is marked as a form to non-equal rank to the

main predicate in the chain. (p. 78) (£ ¥ 1) v Z 13 LDF )
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derankingZS iR FEIC O ABH S b & % &, deranking& Hi &k D
embeddinglZ 725 Z & 1Z7% 5,

The above definition of the concept of deranking is meant to create a
sharp delineation between the deranking of predicates and another possibility
of subordination, viz. the embedding of whole clauses in the syntactic

encoding of a temporal chain. (p. 78) (£ # V) v 7 ZFEXLDF %)

Stassen (1985)IZ L AU, Zoouift L - HikFL2RHT L H ke LT=>
DFHED B %o —DldcoordinationThHh %, Z DHElE, O Fikidbalancing
languageTH 5. —FHFHO KX, —20LEhkDT v 7% T, o,
DF), EHIICHESELIHETH L, ZOWEE, BF, BT
(subordinating conjunction)2¥ il %, WIZET 2 DIEFEFEOBITH S, =
DBFITIE, John leftd 9 LR after &\ 9 fEEH Al & Bk & L THER

iV THDAIN TS,

(21) ENGLISH:
After John had left, I poured myself a well-deserved drink (p. 78)

Stassen (1985)1Z £ 4L, balancing & clause-embedding [/ U 19 5 & o> —
ODDRFBIZT ER\V, ML, REMETLE LTORMEF-TED,
HERSCERICE 21E, ZOOHIISHNSH LD TH 5,

Now, I will assume that balancing and clause-embedding are two
variants of one and the same strucrtural strategy. Both options share the
feature that the clauses as such are kept intact in surface structure. One might

say, equivalently, that under both options both of the clauses in the chain
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retain their full sentential characteristics, a fact which must be formally
represented by the presence of two separate S-nodes in the surface P-markers

of these constructions. (p.79)

Stassen (1985)l%, derankingld, balancing & clause-embedding(Z #3732 b @
TH Y, derankSN/zBFHEDVIZIEN 22 L% L, EEHIOEEOMRGE L Xid-
ENERPNENLZLETHDELTWD, Filill & o Tderanking®D FEEEAHS
R0, HLFHETEEIMICRZ L, H»LFHETIEEROL L TLLE
LTOREDPNLHE2ESs TR EbHLE L TWD, L& LTOHI
W5EANT 7 { 72 A T & Hideranked structure & (R 2 DI LEE R & TlE R <,
deranking& 13 T THHOMFED T v 7% FIFHZ LD TH D,

In some languages, deranking of a predicate leads to the reduction of one of
the sentences in the chain to the status of a phrase instead of a clause; that is,
sentences in which a predicate has been deranked are no longer dominated
by a separate S-node. It should not be thought, however, that this complete
loss of sentential status is a necessary defining condition on our notion of
‘deranked structure’; other languages may choose less radical solutions in
the representation of deranked clauses, so that at least some of the sentential
properties are retained in the surface representation of such clauses. Once
more, it should be emphasized that the defining characteristic of the notion of
deranking which is used here consists of the explicit subordinate marking on

the predicate of a clause. (pp. 79-80) (£ %V v 7 IZHXDOF F)

Stassen (1985)l%, TEEETDOMBEREDOILEMEILIZIZNAVHH D LR, —
DDA & L Cderanked predicate D#ilENZE L 2 I F T\ b, 2F D,
deranked predicate 2 B & L CTORELZ R, KL bo72)$52 LT
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A second general strategy in the deranking of predicates (which may
in fact be a more radical application of the reductionist strategy mentioned
above) involves a change of category status of the deranked predicate. We
often find cases in which the deranked predicate has lost some or all of its
verbal characteristics, and has been turned into a nominal form (e.g., an
infinitive or an action nominal), an adverbial form (for which the traditional

term ‘gerund’ will be used here), or an adjectival form (e.g., a participle). (p.

83) U &V v 7 I3EXDEE)

B\, FROEEE I 5 2 & THRFEDderankingh M ThHN DS 2 &b

%Z’O

Thirdly, deranking may be effectuated by a strategy which is more or
less the opposite of morphological reduction. In such a case, the deranked
predicate is marked by the addition of some specific marker, or by the
application of a special subordinate conjunctional form, a so-called ‘dependent

mood’. (p.83) (A &V v 7 IZELDE %)

Stassen (1985)Dderanking®#% 2 /% D F FEFNVEEIZHBTIIDHTH L
&, derankingldRFED AIZ@EH S, deranking & Hi &k Dembeddingld 7%
D, SEElIZ & o TderankingDIEEN 2 ), HHFETIIEIMII RS L,
HLHEETIIREBOL N TLL LTORESCL 52T EGELH
HEV) ZETHEDE, -saiMFINS N7 SCHIEZ O HVF T

%Z\)O

Everett? Bk 9 A X 9 bl SN0 L72EiT©b WL, Nevins et

al. (20092)28F 5T % £ 9 ZMDAAFTH b Likhwning 2 &2
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ko TOTZENPESINViEIZembeddinghid D D D7\ D% BAHEIZ PLd
LHIEREELLEIHETVWDLOND Lt

3.2.2 #BE

TR HOEMIIFENE T 5o EverettlZ L UL, ¥ ¥ N VEEDOILAREE
SOVTH ), MOZFETHDAAHE AL SINLSOPHGEIZ R LD,
ZOMOAHLFNIHWFETH LD OBFOFNIIRLETTH L0, EEIZZ
DEDAAFIBEFADRIKL, 2O LiF, ZOHFADORIZEDINLH
FEFE O HWFETIE R, ZOOEMEE SN TS & BRI IUSHBD
DEV)TETHD, THUIK LT, Nevins et al. (20092)id, FEAFENEAS
SOV TH 5 SiECHMWENSHORAEIL, 2O HWEOHSEHFHORKRIZL 5D
L RONEHRTHAS (Nevins et al. (2009a)ld ke > 7 1 —i& KA vk
WapporbD Bl & 2517 T\ 5b) ERGEL TWh,

Everett’s principal argument for parataxis concerns word order. When
the direct object is a nominal, Pirahd typically shows OV order. By contrast,
examples like 13—16 must be taken to show VO order, if the -sai clauses
are true objects of the finite verb. It might look at first glance, therefore, as
though we have a simplicity argument in favor of the thesis that Piraha lacks
clausal embedding. In fact, however, the argument points the other way. As
documented crosslinguistically by Dryer (1980), it is quite common to find
clausal complements following a main verb in languages that are otherwise
generally or uniformly OV. This is the case in Hindi, German, and Wappo, as

in 19-21. (p. 372)

EYNCEET, o BIE O HMEEC % 2 RICBIF ORI E 2 LD DIZIEPD
72OTIE R, WAOFFHETEHEIZE SN LR TH S & Nevins et al. (2009a)



92

(BN I e

The word-order pattern seen in Piraha is thus not at all unusual for
a language with embedded clauses. The postverbal position of clausal
arguments presents no puzzles that require special explanation in terms of
a general ban on embedding or the IEP. In displaying VO word order where
the object is a clause, Piraha makes a typologically common choice from the
menu of possibilities available to the languages of the world—the choice of a
postverbal clausal complement in an otherwise OV language. This is a choice
made by languages associated with diverse cultures and by languages with a

varied range of other linguistic properties. (p. 373)

T OFIHLHT, “As documented crosslinguistically by Dryer (1980)"& & %

%%, Nevins et al. (20092)(37#24 T, Z DDryer (1980)D—# L EZBIH L T\ 5%,

BEZDLI) BRI ENKRILDDIZDOWT, Nevins et al. (2009a)i, 5
WMILDOBEA S, OVERFTOHEWEREITEFORICENINL Z VDD &

Dryer (1980:128) offers the following generalization (his ‘final-over-
internal-position hypothesis’): ‘Whenever sentential NPs of the same
grammatical relation differ in their relative tendencies to occur in clause-final
position as opposed to clause-internal position, the difference will be that
sentential NPs will exhibit a greater tendency than simple NPs to occur in

clause-final position rather than clause-internal position’. (p. 372)

> %) Hawkins (1990, 1994) DR % A8 L T 5,

... Hawkins (1990, 1994) suggests that considerations of sentence processing
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guide the positioning of structurally complex phrases such as clauses. A
hypothesis of this last type leads one to expect, in contrast to the purely
syntactic proposals, that VO might be a general option in languages like
Piraha, dispreferred but chosen when the object exceeds some threshold of

heaviness or complexity. (p. 374)

ZLTC, EFNVEETH (@#iTlaz) LATOEVD ONPBFHORKRICHE
WA LB DI E EEverett HF OB ZGIH L THALTW5E, L7zhs>
T, %l HRREIEEIRI ORI R 7 < TE R b %2 v &\ ) Everettd B2 70 i
DWILT 2589 AW TH Y, B % BEERPHE W HBYRED EIE O #£12
%) BIRDH 2D THIUL, -sai DN S WAL EEADHRITRT
BBEPLLIEZVDTH S,

The extant data on Pirahd provide some evidence for the last of these
possibilities [Hawkins D {i#i(S. N.)]. Although SOV is the dominant order
in Piraha, Everett’s earlier work offers a number of examples of SVO order
in which the object is not a clause, but a heavy NP, as well as other examples
where the postverbal object might well have been focused (though actual
prosodic data are not available). Some of these examples involve heavy

objects with appositive modifiers (e.g. 22a,b).

(22) SVO in Piraha (objects in italics)
a. ti xoba-i-sog-abagai hiaitiihi ti xahaigi
I see-EP-DESID-FRUST.INIT Pirahda 1 brother
‘I want to see the Piraha, who are my brothers.” (HAL:212, ex. 55)
b. tiobahai koho-ai-hiab-a tomati gihio-kasi piaii tai  piaii

child  eat-ATEL-NEG-REM tomato bean.name also leaf also
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‘(The) children do not eat tomatoes or beans or leaf(y vegetables).’
(HAL:226, ex. 107)
c. ti sox6a kap-i-hi baat
I already shoot-PROX-COMP.CERT wild.pig
‘I already shot a wild pig.’ (HAL:295, ex. 361)

It is therefore not even clear that a NOMINAL object ‘should appear
before the verb’—a key premise of Everett’s argument for parataxis over
embedding. If postverbal position is a general option for complex or heavy
objects in Piraha, the postverbal position of a clausal -sai complement might

be expected for reasons of heaviness or complexity alone. (p. 374)

323 fEOAI—T
ZHFHOFEMIBEDAT—TIZHT 5L DTHS, Nevins et al. (2009a:
375D e AL L9,
WL L 72REClE, BEDA I =TI LEARA T i) DiF L <A
BNTWAHRETH S, 728 21X, RD(24a) & (24b)DT LT, orderdD i L
A FONEE T HTIRFEALTH D25, WX FEZETIER V.

(24) a. I am not ordering you to make an arrow.

b. I am not giving you an order. Make an arrow!

orderl I A BED A I — TITE LA, MOr L72XIE, 72& A ONE%
ELTWALELTH, ZOAI-TIZEENL ., I F o7 LA
ETNVFEIZLHLDTH S (Everett (HAL:254, ex. 210a)) o KD(25)% LT
AL
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(25) ti xibiib-i-hiab-iig-a kahai kai-sai
I order-EP-NEG-CONT-REM arrow make-NOMLZR
(1) ‘I am not ordering you to make an arrow.” or
(i) ‘I will not let you make an arrow.’ (both translations from HAL)

(p. 375)

IS (25) 12 1Forder D EBR Dxibiib &\ ) BIF DR B B 255, FDEED
A= TIEEFADED-saiDNIMEN 7ML x &L L, QDL
DIERPIZERT 2L THHDOTHNIE, 24b)D L) LEHR L hFES W
%*, “I am not ordering you. Arrow making!”& W\ 5 72 EHRO W2 &2 F 5T
WAHZ LI Do b LEverett DRSO ER 2 IEAEIC L L TW5b &3,
MCEHIOMEIL EFOBFIKF T 5HTH), LOBFEHOEEDAIT—T
WIZHDDTH D,

3.2.4 Nevins et al. (20092)DEverett (2005)\25F 3 A2 #LH O F &
PIE=20#H % % 2 ©C, Nevins et al. (2009a)l%, Everett2F5k L T\
BEIREINVEOEMIIR L TEIRELDOTERL, EXNViEEH
ROSHECTL CHLNTURIEEEDO R SBATH - TWBICT Bk
AL CTW5,

In the discussion so far, we have been arguing not only against the
specific claim that Piraha lacks embedding, but also against the more general
claim that the facts at issue are typologically novel or particularly surprising.
It is, of course, quite likely that Pirahd syntax does contain surprises for
the researcher—every language does. In the domains discussed so far,
however, Pirahd seems to have chosen its properties from a familiar menu of

possibilities. Where Pirahd differs from English or Portuguese, its properties
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have turned out [to] be shared by other languages, like German and Hindi. (p.
376)(Italics by S.N.)

Nevins et al. (2009a)l%, CONCLUSIONS, NONCONCLUSIONS, AND
PROSPECTS & W) #idD Y 7 ¥ a » T, SikldUniversal Grammard ik
LI RTCOFMERLCEREMEHT 20 TIE AL, —HOHMEELERIIMEHN L %
W2 EDH D I EAT TlZKenneth Halell X > TIERMENLTW5DH Z & IIER
WG LT\ 5,

Thirty years before the publication of CA4, in a paper entitled ‘Gaps in
grammar and culture’, Ken Hale (1975) reflected on the cultural and cognitive
implications of a language that appeared to lack number words, most color
terms, and relative clauses. The language in question was Warlpiri, whose

properties, Hale thought, exemplified a more general puzzle:

If one looks at a variety of languages in the world, one is struck by the
observation that certain grammatical devices are found, in virtually
identical form and function, in many distinct languages regardless of
genetic relationship or historical contact. I am not referring here to the
various formal universals which have been identified in recent years,
but rather to certain specific highly recurrent grammatical devices—for
instance: relative clauses; the passive; negation with variable sentence
internal scope; topicalization; and others. The overall impression one
gains through such an examination of a variety of the world’s languages
is that these devices are universal. Nonetheless, it is a fact that a great

many languages lack specific ones. (Hale 1975:299-300)
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In his response to this puzzle, Hale argued that the absence of particular
lexical or grammatical items does not necessarily signal the absence
of the corresponding concepts and categories, but instead may merely
represent ‘gaps in the conventionalized instantiation of universally available

categories’ (1975:312). (p. 396) (Italics by S. N.)

3.3 Everett (2009b). Piraha culture and grammar: A response to
some criticisms. Language, 85, 405442,

Everett (2009b)iZ, Nevins et al. (2009a)l247 9 2 Ml Kin Th %o (4B,
Everett (2009b)(XNevins et al. (2009a) # NP&R, Hauser et al. (2002) % HC&F & 3
FLTWh,)

Everett (2009b)iZ, 3", INTRODUCTION® - 7 3 = > "CNevins et al. (2009a)
ORHEKDIDIZF LD TND

(1) the facts and analysis of embedding/recursion proposed are weak,
questionable, or wrong
(i) the culture-grammar connection proposed is both unnecessary and illusory
(iii) even if Everett 2005 were right in its analyses and its claims on culture-
grammar connections, there are no implications for Hauser, Chomsky, and

Fitch’s (2002, HC&F) version of universal grammar (UG). (p. 405)

FZLTCHHDIEL S ZFEHT 21295 7% 7 — 9 BUEETH %55, Everett
(003)SAEMIZIE L £, Everett (2005)CldZ LRI O5HT (Everett (1983)
& Everett (1986)) DORLEWVEEIIEL7Z2DOTH S LT 2,

It is only natural that others evaluate the claims of Everett 2005. Many

of my claims are very difficult to establish convincingly without quantitative
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data, and some tests are underway with colleagues at MIT’s Brain and
Cognitive Sciences Department. Nevertheless, with regard to point (i), I argue
that Everett 2005 is essentially correct in its description of the facts and that

it corrects errors found in Everett 1983, 1986. (p. 405)

Everettld, CONMTHHTAZT—FIZOVWTERLTWAEDY, EF N

FEOT—=F ML CIEIEEZFF>TWwb L) THLH, 2F D, Nevins et al.
(20092)l%, EFNVEEIZET 28 LT — 5 13RS, Everettd 77— 4 %
LTV THhE, AFOLPFHLVT —F 2o TWnd w2k
Thbo

All data in this article were gathered by me from 1977-2007 or by Steve
Sheldon from 1967-1976. In answering NP&R, I want to emphasize that
their criticisms (unlike the present article) present no new data. They compare
twenty-five-year-old data from Everett 1983 (the same data as Everett 1986)
with the few examples in Everett 2005. Yet, as we see below, a good deal
of other data has been collected to bear on the issues. | was in the field with
the Pirahds for twenty-one months prior to Everett 1983 and have spent an

additional fifty-three months in the field since that time. (p. 405)

Everett (2009b)25H)DHEHNCE L THLY LIF T2 DI3RD8OTH S,

7rardy A bIVERT,

2. RESPONSE TO CRITICISM ABOUT THE CLAIM THAT PIRAHA
LACKS RECURSION
2.1. ABSENCE OF INTENSIONAL VERBS
2.2. SENTENCES MARKED WITH THE SUFFIX -sai
2.3. CORRELATIVES
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2.4. TEMPORAL CLAUSES

2.5. WH-MOVEMENT

2.6. QUOTATIVES

2.7. NOMINAL SEQUENCES

2.8. ADDITIONAL EVIDENCE AGAINST RECURSION

WFTHLIZ BT b Everett (2005) D3 HT25IE L <, # LT, i\ Everett (1983)
& Everett (1986)D AT ASRE > T2 2 L 2B L T 5, AFETIE, 2.1.
ABSENCE OF INTENSIONAL VERBS & 2.2. SENTENCES MARKED WITH
THE SUFFIX -sai7ZV} % Everett® I Ol & F. 2 72901284 L TH <o

2.1. ABSENCE OF INTENSIONAL VERBSTl%, 7§, ##|lrecursion®
working definition Z i/ L T\ b, $4b5,

RECURSION consists in RULE (OR OPERATION) SETS THAT CAN
APPLY TO THEIR OWN OUTPUT AN UNBOUNDED NUMBER OF
TIMES. (p. 407) (KXFEEXOF F)

Everett (2005)Tl%, embedding% “putting one phrase inside another of the same
type or lower level, e.g., noun phrases in noun phrases, sentences in sentences,
ete.”(p. 622) L EF L TW-DT, B 5212, Nevins et al. (2009a)DHLH] %
ZFTEOERZBIEL TV 2. MFOERGEOUHEEETLVTIE, [
C#ilEz AJJ & e LT BRI S recursion® 7”9 £ 2 H AL TV 7273,
Mergeld AJ7 & T OFEREICHE LTl Th s L WO HHEIZIER 725 DT
H5H9 o

Z Dk, Everettld, BHNZRIT AL HILL, TOFHIE, €D LIZLo
T, recursion FFO DT b &\ ) Mark Steedman® EFRZARILIZ L T, €45
INVERICIZEN A R TEE D 2V 2 & Direcursion DS 2T L DRI 72 5 &
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Intensional verbs can be detected via the modified truth conditions of
their complements. They are thus good tests for embedding in a language.
Some linguists (Mark Steedman, p.c.) claim that if a language has intensional
verbs, then, ipso facto, it has recursion.

In my investigations to date, I have found no intensional verbs in
Piraha. Intensional notions (want, desire, believe, etc.) are expressed as verb
suffixes. I have not found any evidence that truth conditions vary according
to which verb an NP is a complement of, though of course more research
is needed before anyone assert categorically that Pirahd lacks all verbs of
this type. Pirahd uses the verb gai ‘to say’ or a combination of a rich range
of verbal suffixes to express most intentional states that would be carried
by a variety of verbs in other languages (and in this Piraha is not all that
unusual among the languages of the Amazon or the world). But while this
article does not provide absolutely conclusive evidence that Piraha lacks
recursion or embedding, the data are consistent with the proposal that it lacks
both. Moreover, my no-recursion analysis correctly predicts the absence of

intensional verbs. (pp. 407-408)

COMBITREFENICE o TIEL L E 2V, [ALSIEBTH S ] AIEL L
EL TATZRUINEBTZR V] RIELWVWEREAZVDOTH S, A SIEBT
HHEV)ZLIE, EEROBEILT DL, ADKEEZFFOBEROEAT
BOFME AR OUFZDEEDTRHEELE LT LRI T ETH D, KDL I
HfETE %,

A EMERTERE SR
A B B recursion 2372\
AThY BTh?
<T—AT#Z{ BThd
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COEMPE [ATRIFIUIBTAR V] TEDPIELL RV EDbhb, ATR
(BTHLUHENDHLHHTHS,

2.2. SENTENCES MARKED WITH THE SUFFIX -sai Cl&, Everett (1983)&
Everett (1986) C-sai% nominalizer & 54T L, Z OFRFEAS D725 % B il O A
LERRRL CW7z2s, ZAUIHEV T, Everett (2005)DGHTD X 912, -sai
WONTEHIILE SNZIHERTH S LT E2ONRIELVE LTn5,

There are a couple of candidates for complement-clause-taking verbs in
Piraha, namely, the speech verbs ‘to order’ and ‘to say’, which are common
in Pirahd. Everett 1983, 1986 analyzed the contents of these verbs as
complement clauses, nominalized by the suffix -sai. In Everett 2005 I analyze
them as juxtaposed old information. NP&R spend considerable effort to show
that my original analysis was better and that -sai is indeed a nominalizer. (p.

408)

-sailx, Everett (2005) Tl F Znominalizer& L TPHNTW72DThH 575,
Z DEverett (2009b) TIEIHIEMZ LT HH#TH 5 2 EPFFIZHH SN TV 5,

Since -sai marks old information, we predict that it can be used in a
much wider range of structures than those in my thesis or the description
in Everett 1986. Subsequent examination of texts and, more recently,
experimental work conducted with Ted Gibson and Mike Frank in a Piraha
village support this (Gibson et al. 2009). It appears on conditional sentences,
nouns, and declarative sentences in order to mark old information, usually

topical, in the discourse. (p. 411)

Z D FE, EverettD -saiH nominalizer T 5 &\ Fi 2 HLY) F 17 CHEH



102 IS 18 B

#HEIE LTS EIIICEZ L, ZOREDOZEHIL, Nevins et al. (2009b)
LIEH L TV B DT, Nevins etal. (20090)D & ZAHTHHML L ).

6. THEORETICAL ALTERNATIVES TO EVERETT 20050+t 7 ¥ 3 » Tld,
F9, TNV EYFEIZERE L~V Tldrecursion?s7% > 2 & DKen Hale (1975)D
SR T 2 HGOMRZ R L TWh, L, Haled5) L9012, Siff
:u?wvfﬁ%%ﬁ,fvwit%wéwééb,WwEU%tEVAV

FETCILE) L) T ETH D,

SOty ary TEETHL LEEDNDLDIE, recursionDFMTH 5, K
T DA T, EveretthrecursionDEF & 51E L7722 LI3MAL72AS, 27 23
>6.2. T, recursionZMergeD VB LA L HRL T, EF¥NUEEIC
recursion23d o DA\ AD L) G LIRS 2 E FIRL T b,

NP&R try to remove the force of my criticisms of Hauser, Chomsky,
and Fitch’s (2002) proposal on recursion by arguing that what HC&F meant
was not the very specific definition of recursion that I offer, but ‘Merge’, a
minimalism-internal subtype of recursion. They argue that because I missed
this, my criticisms do not go through. But whether HC&F meant Merge is
immaterial to my criticism of their proposal. Merge fares no better nor worse

in relation to the facts of Piraha than recursion more generally. (p. 437)

COHMNS, ZPrecursionhMerge D D K L TH 5 & v ) fFRATE
FoN viEZrecursiond B DD RGO ML) G & BRI L VO 3R
THbo

72721, Bverettld ZIZH L2 OFHDIFIE L T2 5, recursion Merge®
MR LB EMIRL T, E¥ N YilllrecursionSd b DD\ DL
V) E IR RV ERDERT 2HEAO VL DD, EOBZEI
MergeZs &M L 2 WO SGEERR S H 2505 L) DTH 5,
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NP&R would have the reader believe that if there is no Merge in Piraha
then Piraha sentences can have no more than two words. This does not follow.
There are alternative approaches to syntax that do not make such predictions
nor require the auxiliary constraints that Merge would require to handle the
Piraha data. Simply put, Merge is unnecessary in Piraha, just as recursion is.
Moreover, it makes the wrong predictions, in spite of NP&R’s claims to the
contrary. There are both recursive and nonrecursive alternatives to Merge
for any grammar. One example would be an old-fashioned transformational
generative grammar (see Culicover & Jackendoff 2005). Another would be
linear-precedence rules (Gazdar et al. 1985) with semantic linking rules.
Another would be a construction-grammar approach (Goldberg 1995, 2006).
It is an illusion to think of Merge as being any more necessary than any other

approach to phrase structure. (pp. 437-438)

Everettid, A0 (F512Minimalist Program) OHRELAN TR SLTw
% Hauser et al. (2002) TS K XL T\ BrecursionY ¥ &/ U EEIC I v & FiE
LTw2DTHLH5, Mergex bW EEGHL H L0551
FEOSH I Mergeld B 2\ &\ ) DIZTIS ARG CH 5o [ UERSTHED
AL AN TR % 5 2 ODSIE L WHLH O TH A 9

., Chomsky & 13527 5 7zrecursion DR A T2 F B S HFET H L)
DB EF NV EEICrecursionSFEIET B & W) LA A G L LT a4

W TH Do

In fact, other researchers have argued that recursion (including, a
fortiori, Merge) seems primarily to function as a manager of information flow

in complex cultural exchanges. Researchers as diverse as Mithun (2009) and



104 IS 18 B

Hollebrandse and Roeper (2009) are converging on clearer understandings of

the role of recursion in human speech:

Recursive structures are in a sense epiphenomenal, the products of
a host of cognitive abilities . . . It is . . . the continually evolving product

of human cognitive abilities. (Mithun 2009)

We argue that recursion imposes constraints on our interpretations
just like the Necker Cubes . . . Language, via constrained recursion,
allows focusing on one single logical sequence. This constrained form
of recursion belongs to the core of grammars for natural languages . . .
it is conceivable that other languages have anaphoric elements that
allow multiple embedding at a discourse level. Those languages might
apply the restrictions we discuss in this paper for syntax at a discourse
level. In those languages syntactic recursion is likely to be infrequent,
or even lacking, such as in Pirahd (Everett, 2005) and Teiwa (Klamer,
forthcoming). We expect those languages to show recursion at other

levels than syntax. (Hollebrandse & Roeper 2009)

(p. 438)

Hauser et al. (2002)Drecursion’ ¥ ¥/ Y 5EIZdH B D7 DO H bt T
VLD THBH, recursion& VI FEDOMOER (b 55 A, I Drecursion
L) HEROERIL, ERCOUE, i, arEa— SRR ES T L ICR
%BDIILURTHLH) RELL L CTHFZIN T 2O IE L vindof s
Tl v,



EF N R O 5T 105

3.4 Nevins, A., Pesetsky, D., & Rodrigues, C. (2009b). Evidence and
argumentation: A reply to Everett (2009). Language, 85, 671-681.

Z UZEverett (2009b)12xF 3 S HAIETH HHY, HKIEH T & OV T
137 <, Everett®argumentation® HFENI T 2HH &V H xR Lo TWD,
DF ), Everett (2005) (Z 2 TIECAL TR ENTWE) TEELTWE I L
& Everett (2009b) (2 2 TIZE09 & R &N TWw3) TEIRLTWD Z LD

RN R TIER D H L 2L T bDTH b,

Z DA% D HEIAEverett (2005) & Everett (2009b)0 12 X FHFRRITE H %
CEEEMT AL THAH I LITRMDE S v a2 ThAHGOALS OF THIS
REPLY CHHETIZiE R 5 11T\ %, Nevins et al. (2009b)id, Everett (2009b)ix %
NE CBverett NEM L 2o 728 LWFEREZ LTEBY, LabZOFRNIE
LI} UXEverettd 2L E TO Y ¥\ iEIZIdembeddingh3 7\ &\ 9 EiRD
AN TLE ) EFoTwh,

. we focus in this commentary on one aspect of E0Q9 that is less obvious,
but of some significance nonetheless, precisely because of its direct bearing
on questions of evidence and argumentation. Everett represents EQ9 as
demonstrating that CA4 ‘is essentially correct in its description of the facts and
that it corrects errors found in Everett 1983, 1986 [HAL and DISS]’ (E09:405).
Far from upholding CA’s description of the facts of Piraha, however, E09
actually presents a bevy of new factual claims that do not appear in CA4 (nor
in earlier works such as HAL and DISS), with an important, unmentioned
consequence: if these newest claims are correct, ALMOST NONE OF
CA’S ORIGINAL ARGUMENTS FOR THE LACK OF EMBEDDING
REMAIN. Only CA’s claims about possessor recursion remain intact. E09
thus constitutes a DE FACTO RETRACTION, rather than a defense, of CA’s
claims, at least where embedding is concerned. (p. 672) (KILFED TR IL
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FEXof $)

ZDL) LiwBEOFEO—FE LT, Nevins et al. (2009b)D %5 LDOHEE
B D-sail 2T BRI LIFTwaoTcent RTh LI,

F 3, Nevins et al. (2009b)iZEverett (2005) TER SN TS Z L DR
3 %o Everett (2005)D EFRIZLLT D@ Y T b HEFEDM & AR LIZF Y
TLESNVFEOL L OFiEZ DOBFNI AT O RFEO-sain’ g <
BY, Z0LH % [AHE] (ZEFEOEN L IEHIL L 2. b LZDOHEIH
(%] ThorRbIE, EFNVFEIISOVOFEIEDEHETHHLDT, 20
[ EEF OISR 3T CTh L0, EBREHOBICEINL, £
72, 2T Ay 7 O—BHNETE I IEFEOEREBNEICMER 5D, Z0sY
TA Y7 O—FN (L] CEHR v, SO LRI [LFAFE] »°
FROHWFETIE R, ML L2 THHZ EDFHITH %, ZiLHEverett
(2005)D EIRTH % .

CA’s argument against embedding from word order: Pirahd is an SOV
language. If we accept the premise that -sai clauses are nominal, then if a
-sai clause can serve as a verb’s complement, it should precede the verb
as other nominal complements do. The fact that such clauses follow the
verb is presented in CA as an argument that they are not complements, but
independent sentences.

CA’s argument against embedding from clitic agreement: C4 notes that
‘whereas normally there is optional clitic agreement available with any direct
object, there is never any clitic agreement with’ -sai clauses (p. 629). Because
-sai clauses are nominal, one might expect them to trigger clitic agreement
as other nominal complements do. If -sai clauses are independent utterances,

however, no such expectation is raised, even if they are analyzed as nominal.
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(p. 673)

Nevins et al. (2009b)1Z, 12, Everett (2009b)(Z & TIZE09 & FRFE SN T\ 5)
TRHBFEFSN T LIERML T2, ToH-eTREE, HER
D-saildZFLTTH D L) FIRE T 2AD, -saild T WIBROE#HTH
D EE ORI E WS &) 2 & Td Do Nevins et al. (2009b)0 WL fE Tl
Mam@m@?@mn%u@@ﬂ&%?u&wkiﬁLTméﬁ,:@%L
WEIRICHEZ L, T [£FH] (SHEHRE BRI g O o &)
RSB VWEVW) T ETH D,

New claim in E09: In E09, Everett retracts the claim that the suffix -sai
is a nominalizer (§2.2, pp. 408ff.). He claims instead that it marks OLD
INFORMATION, and that it is fully compatible with verbal inflection. E09
continues to maintain that -sai clauses are unembedded in Piraha, but no
longer claims that they differ in syntactic category or verbal morphology

from other clauses. (p. 673) (KT L 2 EFRIIFE LT F)

% L C, Nevins et al. (2009b)D#E 5L, Everett (2009b)id, R D-saild
ZFLFCTIE A CIHEROE#RTH ), 1o T, -saifilZ XM Tl v &
WA ZETHY, %0, BFEOBROMEOEIRIZE IO HERE 7Y
T4 Y7 O—HORIMOEGRIIRRE I L) TETHb,

Consequences of E09’s new claim for CA’s arguments against
embedding: If -sai clauses are no longer viewed as nominal, both the
argument based on postverbal word order and the argument from lack of
clitic agreement disappear. The fact that a nominal complement must be

preverbal does not necessarily entail that clausal complements will be



108 gk T

linearized the same way. Likewise, the fact that clitic agreement is available
with nominals raises no expectation that such agreement should be available
with clauses. Both of the arguments cited above rest on the premise that -sai
clauses are categorially identical to normal nominals, so that a different kind
of explanation (e.g. parataxis) must be sought for the ways in which they are

said to pattern differently. (p. 673)

3.5 Everett& Nevins et al. D] OFFF DO F & 0

Z Z & TEverett & Nevins et al D O 2 H L T & 7278%, HEICZ 572
D ZEverett/SHauser et al. (2002)Drecursion (MergeD# ) & L) % 1E L
CCHELTWARWE W) ZELEITTHE, ¥ iElZembeddinghid 5 D
PHRVOPIE, ZOFmFE R TIEHENIO S 12w,

4 Y FNVEEIZIErecursionS 7 vy & ) Bl OWFZE—Sakel, J. &
Stapert, E. (2010)—
Y 7N VI i recursion 2 W &\ 9 Everettd iR % T L1988 & W
%o %9 L72WgEd—> & L TSakel & Stapert (2010)%%341%115 29,
Sakel & Stapert (2010)i%, ¥ 9, IntroductionTK®D & 9 127X, 15 OHF
FERAAN LT B,

Since the publication of the article ‘The faculty of language: what is it,
who has it and how did it evolve?’ by Hauser, Chomsky, and Fitch (2002)
recursion has assumed a prominent place in the discussion of what aspects
of our communication system are unique to humans and human language.
The hypothesis put forward in that article is that recursion is the only
property unique to human language. The entailments of this hypothesis are

that recursion would be found in all languages spoken by humans and that a
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human language that does not use recursive structures would not exist. (p. 3)

Sakel & Staperti, Hauser et al. (2002: 1573)®“FLN comprises only the core
computational mechanisms of recursion” %, [recursion?® A\ S 7E IZ[E A OME—
DFEE] TH Y, TrecursionlZ ANHAFET T RTOFFHFIZA SN, recursion®
FHLZWAMBREEIFAEL 2] EHRL W20 THL, LA T,
b LEF N ik Zrecursion 272\ D Td ALIE, Hauser et al. (2002) DR IZTE
FahanwZ &ilh b,

CITHEELTE»RIER SR\ L1, Sakel & Stapert (2010)23%k >
T2 D bMergeD ) R L#E A & L TDrecursionT L 7% {, embedding
ThbHrEV)IZETHDB, L2H->T, HboFERIE EF8nNriEciE
embedding’ e\ &) T ETH A,

4% T, Everett& Nevins et al. D[] D T D HRETED -sai % HIZHLY -
FCE720T, TITHLIOERHOERICENLZLTI),

BRTED-sailZB LTI, Everett (1986: 277) Cld-sailZnominalizer T V) ,
SR BV Tembedding ¥ 2R T 5 & ETH Y, Everett (2005: 21) Tl
-sail¥embeddingD B TIZ Ve ENTBY, EELHIELWMEOF A
THEPOIZE 25, BRED-saik -sold, HEBRPLFIROEELIER TR,
RO H O ERN— B 2 LT TH 5 £\ ) DHSakel & Stapert
QROIODIDFEFHT D 5o

Let us sum up our findings and discuss to what degree we can expect
recursion in Piraha. Firstly, does Pirahd have recursion? Most structures we
have looked at so far have given no evidence of being outright syntactically
recursive structures. In most cases clauses are linked by simple juxtaposition
and relations between them become clear in the discourse context. However,

conclusive support of this negative finding would require more evidence than
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we presently possess. Thus, our conclusions are necessarily tentative.

There are a number of markers, such as -sai and -so, that seem to appear
in structures parallel to ‘recursive’ structures in other languages, but these
are not outright markers of subordination or recursion in the syntactic sense:
more often, these markers are expressing semantic cohesion between parts of

the discourse. (p. 10)

ZLT, HESHTIRHREEISH L) H O a2V v Blurs, ¥
FONVEEL D oI H OBHSFFE T % @ Trecursion (embedding) |l %72\ DT
&b EFERL TS, Sakel & Stapert (2010)id, “we can argue that since Piraha
is a spoken language exclusively, recursion may be unnecessary or at least far rarer
than in written language” (p. 11) & 78T %

F72, BHETHLXATIIPRHOREER TD 2thatEM I N D Z
EWRBHDLI NS, NESHETHLEINVBETHEBESLE L SN
WO LHETE S L LTV 5, Sakel & Stapert (2010)i%, “Since English
relative clauses work equally well in cases with or without overt syntactic marking
for recursion, it is possible to imagine a human language that does not need to have
recursive structures.” (p. 12) & 18T 5,

Sakel & Stapert (2010){%, 72, Wray & Grace (2007)X°Thurston (1987)I2 5
KLT, ENVERIENAEOEFETHLDT, HlaliEzbEE LD
TH»9H) LT3,

More evidence comes from studies of how human language
developed. Wray and Grace (2007) distinguish between esoteric vs.
exoteric communication, based on Thurston’s (1987) terminology. Esoteric
communication is inward-facing, which means that it is used within a well-

defined group. In this type of communication comprehension is facilitated
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as hearers are likely to know what the speaker is going to say in a given
situation. This still means that the language can express novel ideas, but the
expression of predictable thoughts is a default. Exoteric communication,
on the other hand, is outward-facing. Hence, exoteric communication in
the definition of Wray and Grace (2007) would range from using a lingua
franca to employing one’s local dialect to communicate with somebody
unknown. Speakers have to be clear, since hearers are unlikely to predict
what the speaker will talk about. This is possible in a language with simple,
unambiguous elements that can be combined by unambiguous rules.

Hence it is not surprising that the type of linguistic features found in
varieties used for esoteric and exoteric communication are very different:
Wray and Grace (2007) discuss how in esoteric communication suppletion
and complex semantic structures are frequent, while language varieties used
for exoteric communication often show logical and transparent rules that
are also learnable by adult speakers and that are semantically transparent.
They argue that human language probably started as a means for esoteric
communication and that rule-based grammar is a cultural add-on that
evolved with increased necessity for complex negotiations. Many types
of communication are exoteric in the complex and globalised world of
today. This is most likely to one reason for recursion being very frequent
in the world’s languages. The Pirahd, on the other hand, are an inward-
facing group, and their language is only rarely used with outsiders. Explicit

recursive syntax may thus not be necessary. (pp. 12-13) (Italics by S. N.)

Sakel & Stapert 2010)i%, Y &/ ¥ EEOREE DHEEN IR T 5 FEL
7 <, ¥ N VRO Crecursion® BH 1 7 B RE I LB 7 s & S R
‘(b\;ﬂ)o
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In conclusion, the Piraha structures we have looked at in this paper
have shown no evidence of being syntactically recursive. Instead, Piraha
appears to make use of juxtaposition and morphological complexity to
express complex concepts. Our conclusion is hence very similar to Everett’s
analysis (2005). We have discussed a number of constructions in which even
syntactically complex languages prefer non-recursive structures to recursive
ones. It is possible that what other languages have as an option is the default
in Piraha. Further support comes from the fact that Pirahd is an exclusively
oral language. Spoken language and predictable content are exactly the
instances in which non-recursive structures are preferred in other languages
such as English. Hence, there is no apparent functional need for recursion in

Pirahd syntax. (p. 13) (Italics by S. N.)

5. FLN comprises the core computational mechanisms of recursion

Hauser et al. (2002) TlZ*“FLN comprises only the core computational mechanisms

of recursion ” (p. 153) £ AT % 7217 T, core computational mechanisms of
recursionD gL L TW 72w, 7255A, Hauser et al. 2002 F O IL 7
WEB STV HEITE 2, 2E7% 5, Chomsky (1995)D B T3 TIZZ
DHHADR L ENTVENLTH S,

Chomsky (1995)?4.2.1 The Computational Component & \» ) Hi(pp. 225-235)

core computational mechanisms of recursionD LA 7% EILT W %,

9, ZOHELHEID S PR TLE L HFROERZHERE L TH <o

. . each language will determine a set of pairs (n, A) (= drawn from PF
[Phonetic Form (S. N.)] and A from LF [Logical Form (S. N.)] ) as its formal

representations of sound and meaning, insofar as these are determined by
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the language itself. Parts of the computational system are relevant only to
m, not A: the PF component. Other parts are relevant only to A, not m: the LF'
component. The parts of the computational system that are relevant to both
are the overt syntax—a term that is a bit misleading, in that these parts may
involve empty categories assigned no phonetic shape. The nature of these
systems is an empirical matter; one should not be misled by unintended
connotations of such terms as “logical form” and “represent” adopted from
technical usage in different kinds of inquiry. (p. 169) ({1 % V) v 71X F LD
ESP)

HLEEBERICETE LE VI ZODOFERDD D, 1L \)DIEHDH5E
FHHOEHFRTH Y, VEERIFIRTH L, fHHY AT L O—ERILEH
M (PF component) |2 FAER L, & % Ho- 1 FwHE M (LF component) [Z IR 3 % o
ME RS 2 E5HE 2 A 7 4 O3 Hiovert syntax CIEFHT %, (covert syntax
TIERTARE AT 2D T ETHD.)

VIFC, 4.2.1 The Computational Component & \» 9 Hi7 & 3EFTHHK: L TdH
o WINBFL LI R EXFHLTVAE, Cu& 9 DI, computational
system for human language?® Z & TH 5

We can, then, think of Cy. as mapping some array A of lexical choices to the
pair (w, A). What is A? At least, it must indicate what the lexical choices are
and how many times each is selected by Cyp in forming (7, A). Let us take
a numeration to be a set of pairs (LI, /), where LI is an item of the lexicon
and 7 is its index, understood to be the number of times that LI is selected.
Take A to be (at least) a numeration N; Cy. maps N to (m, A). The procedure
Cy selects an item from N and reduces its index by 1, then performing

permissible computations. A computation constructed by Cy does not
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count as a derivation at all, let alone a convergent one, unless all indices are

reduced to zero. (p. 225) (£ %) v ZIZHXLDF %)

Given the numeration N, the operations of Cu recursively construct
syntactic objects from items in N and syntactic objects already formed. We
have to determine what these objects are and how they are constructed. . . .

Suppose that the derivation has reached the stage X, which we may
take to be a set {SO,, ..., SO, } of syntactic objects. One of the operations
of Cyr is a procedure that selects a lexical item LI from the numeration,
reducing its index by 1, and introduces it into the derivation as SO, .. Call
the operation Select. At the LF interface, £ can be interpreted only if it
consists of a single syntactic object. Clearly, then, Cy;, must include a second
procedure that combines syntactic objects already formed. A derivation
converges only if this operation has applied often enough to leave us with
just a single object, also exhausting the initial numeration. The simplest such
operation takes a pair of syntactic objects (SO;, SO;) and replaces them by a
new combined syntactic object SO;. Call this operation Merge. We will return
to its properties, merely noting here that the operations Select and Merge, or
some close counterparts, are necessary components of any theory of natural
language. (p. 226) (Italics by S. N.) (14T H DO Dsyntactic objects, 71T
H D Select, 1247 H ODMergeld)ZXTH A5 1) v 7)

For the moment, then, the syntactic objects we are considering are of the

following types:

(5) a. lexical items

b. K={y, {0, B}}, where a, B are objects and vy is the label of K.
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Objects of type (5a) are complexes of features, listed in the lexicon. The
recursive step is (5b). Suppose a derivation has reached state X = {a, f, J;, .
.., 0x4. Then application of an operation that forms K as in (5b) converts X
to X' ={K, d;, ..., d,}, including K but not ¢, 5. In a convergent derivation,
iteration of operations of Gy maps the initial numeration N to a single
syntactic object at LF. (p. 243) (Italics (recursive step & iteration of operation
of Cur) by S. N.)

FD3ODFIHLTHERSENT WA Z &% BARWIZHB L & 9, Hornstein
et al. (2005: pp. 69-70)DHI %M1 5, 72& Z21E, that woman might buy that
cark WV ) XDOJRAEZ R THA LI 3, Lexicon?*H#A 7Zmight, that, buy,
woman, car& W\ 5ODFENH %, N (numeration)ld, FEHIEHHE & 2 OFEHIH
HAMAEFFICFHCTE 222 R TindexDHOEETH 206, ZOWE
DONIFKD L) 127 %,

N = {might,, that,, buy,, woman, , car;}

CONH” S, T, carthatz Selectd 5o (car®indexiZ 1 50127 1),
thatDindex|Z24* 5 1127% %,) % L C, that& car® Merge L Cthat car& \» 9 (%
F) FERIRET 5. THAE—HHDOMergeD#H TdH 5,0

N = {might,, that,, buy,, woman, , car,}

that + car — that car

that car

N

that car
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WIZ, N2*Bbuy#SelectL (buy®indexd 1450127 %), buy& that cark
Merge L Cbuy that car& 29 (Eh5l) A2 IRAET 5. TN A H OMerge
DHHTH 5,

N = {might,, that,, buy,, woman, , car,}

buy + that car — buy that car

buy that car

buy that car

N

that car

U2, N7 Hmight (mightDindexd 12250127 5) % SelectL, might® buy
that car% Merge3 % & might buy that car ) ] (IP (Inflectional Phrase)d %
W ITP (Tense Phrase) & IM:EAL ) 2NRE SN D, I A% = A H OMerge?
BHTH S,

N = {might,, that,, buy,, woman, , car, }

might + buy that car — might buy that car

might buy that car

might buy that car

N

buy that car

N

that car
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S 512, N2 5 that & woman % Select L (that @ index £ 155 01271,
woman @ index & 1 5 01272 %), that ¥ woman % Merge 3 55

N = {might,, that,, buy,, woman,, car,}

that + woman — that woman

that woman

N

that woman

%12, that woman & 9 41 & might buy that car& V9 fi) & Merged 5 &,
that woman might buy that car& \»9) XANRAET X 5, NOFEFEIHHEIZTXT
index?%012 % > TH Y, HRPoTVLEDTREZINTHRT TH 5,

N = {might,, thaty, buy,, woman,, car,}

that woman + might buy that car — that woman might buy that car

that woman might buy that car

N

that woman might buy that car

N

might buy that car

N

buy that car

that car

ZDEHIZ, MergeDi )R LEAIZ & » TEEOBOIBER SNDL D
TdHbo TN &ldHauser et al. (2002)TH RSN T WD, FBOMET % 7
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FEGIHL &9

We assume, putting aside the precise mechanisms, that a key component
of FLN is a computational system (narrow syntax) that generates internal
representations and maps them into the sensory-motor interface by the
phonological system, and into the conceptual-intentional interface by the
(formal) semantic system; . . . . All approaches agree that a core property of
FLN is recursion, attributed to narrow syntax in the conception just outlined.
FLN takes a finite set of elements and yields a potentially infinite array of
discrete expressions. This capacity of FLN yields discrete infinity (a property

that also characterizes the natural numbers). (p. 1571) (Italics by S. N.)

LexiconZ HaBgelH H 2381, 156 % LD £ 9 (IMerge % # 1) a& L s
L Tsingle syntactic object!Z 51§ (mapping) 3~ % D AicomputationZzc D TH b, L
727235 T, core computational mechanisms of recursion®recursion(IMerge D
DRLBHOZ L1275 DTH Y, Nevins et al. (20092)25F 9 & 9 12, Hauser
et al. (2002) Tl 1L TV> SrecursioniIMerge D 1) & Li#E i & T 2 D28
HHTH Ao Everett (2005)53HIAT E 172D 1320054 T 1), Chomsky (1995)
WHAT ENT=DDY19954ETdH %o Everettld, recursion {EMergeDif ) 1K L
BHTH DLV YR > TV BERETHS ), Everett (2005) & [f]
CARIZ & 10TV A Minimalist Program DO #EFR T C & % Hornstein (2005)T
NumerationX°Select°MergeSit Bl STV % &9 T &1, 20054F 12 134K
HEROM T, recursiontdMergeD#E ) R L#EHATH 2D 2 L 2VHE#HTH -
PR < N Y

X512, EiE®Chomsky (199575 @ — D> H OB D& K12, “the
operations Select and Merge, or some close counterparts, are necessary components

of any theory of natural language” (p. 226) &£ I 5NTW 575, T4, Hauser



EF N R O 5T 119

et al. (2002)D“FLN comprises the core computational mechanisms of recursion” (p.
1SR THBDTH A, ML LFMEI L EZBRRTHWLDOTH b,

Hauser et al. (2002)PDrecursionidMergeD#E ) K LBEHOZ L THH LT 5
&, EverettidHauser et al. (2002)PDrecursion% [il#E > TR L T 5 Z & 127%
%o Nevins et al. (2009a)l%, KD & 9 |2, Everett (2005)7% Hauser et al. (2002)®
recursion @ [HaE > TIAM L TWAH Z L2 iEf L T\ 5,

Everett stresses the supposed absence of recursion in Piraha because, in
his opinion, it poses a challenge to recent prominent arguments by Chomsky
(passim) and by Hauser, Chomsky, and Fitch (2002) that the ‘computational
capacity of recursion’ might be the main species-specific ability that led to
the emergence of language. In summarizing the alleged challenge, however,
Everett (2007b) [AfriDEverett (2007¢)? Z & (S. N.)] mischaracterizes
what Hauser and colleagues mean by recursion as ‘the ability for one phrase
to reoccur inside another phrase OF THE SAME TYPE’ [emphasis ours]—
as if Hauser and colleagues had the framework of early generative grammar
in mind. In fact, as the text of Hauser et al. and related work makes clear,
what is at stake is in fact the GENERAL ability to build phrases that contain
phrases as subparts. Consequently, the absence of particular instances of
embedding in Piraha (like the absence of particular instances of embedding in
any language) is irrelevant to Chomsky’s and Hauser et al.’s general claims

about recursion. (p. 367)

Y F N g0 d L0451, Hauser et al. (2002)D“FLN comprises only the
core computational mechanisms of recursion” (p. 1573) & \» 9 {iKF A%, recursion
B WSl (EFNVRE) OFHCL > TRIEENZ D E) 9 ThH Do o
O IE L CHET 57291213, Everetthrecursion® &0 & 9 IZFFR L T
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VLRI L TBLLEND 5,

Everetti, Everett (2005) Cldrecursionk W) FEIIfE->THB 5T, E4n
VEEIZIZembedding2S e\ &, #lfembeddingE V)RR o T b, EOD
O LRIET FE Tldrecursiont VI FEX D) D TH LD, ZTOHED,
recursion’ embedding & [i] LR Tfli> T2 5, 72& 2 1L, Everett (2007a) T
ldrecursion® KD L ) IZEFL TV 5,

Recursion is a property of algorithms generally. In its application to
linguistics, it implies that one unit (word, phrase, or sentence) appears in
another unit of the same type. So ‘John’s brother’s house’ shows that the
appearance of the noun phrase ‘brother’s house’ inside (at the position of
x’) the larger noun phrase ‘John’s x.” Or ‘the man who is tall here’ contains
the sentence ‘who is tall’ inside the larger sentence ‘The man is here.” As a
further example we have ‘truck driver’ which contains the two words ‘truck’

and ‘driver’ inside a single larger word. (p. 298)

Z DEFE L Everett (2005)D“putting one phrase inside another of the same type or
lower level, e.g., noun phrases in noun phrases, sentences in sentences, etc.”’(p. 622)
ERIETH %,

Everettid, Everett (2005) Crecursion & \» ) 5 % filid> 72 72 > 72 HH % Everett
(20072) TKD £ H IZHBRT W 5,

In 2005, I published an article of roughly 23,000 words in the journal
Current Anthropology, in which 1 argued that Pirahd lacked number words,
counting, grammatical number, perfect tenses, quantifiers, color words, and
embedding (I did not use the buzz word ‘recursion’ at that time, because

I was still unaware of the debate, until the final revision of the article just
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before it went to press—but the claim is in fact that Piraha lacks recursion). (p.

298)

Z Z CEverett?Sthe debateX 5 > T2 5 DL, Hauser et al. (2002)PDrecursion
HBFLNZFH O 2 L W E KD HERTH L. 2 ) Vo Zikmd d b
&R 2%TY, Everettld ¥ 47N Y EEIC Idrecursiont e W & FEER L
recursionembeddingD FIR THEWVELT TV b, b EAHA, EverettH &b,
Hauser et al. (2002)7%%recursion® BHFEIZEFL L TV W T L3> TidWw 5 D
TH 5 D%

In a heavily cited article from Science, Chomsky and his co-authors,
Marc Hauser and Tecumsen Fitch, have suggested a single, greater feature
of form that could underlie all the various principles of UG. This essential
feature, they claim, is recursion. Although in that paper they neither define
recursion nor say what predictions a recursive versus a nonrecursive grammar
of a language might make, their paper has sparked a huge debate. (p. 297)
(Science & recursion®d A % 1) v Z1IHILDF F)

Everett (2007¢)T®, Everettidrecursion & V9 5% % embedding D E I T
s Tnb,

The essence of human language is, according to Chomsky, the ability of
finite brains to produce what he considers to be infinite grammars. By this he
means not only that there is no upper limit on what we can say, but that there
is no upper limit on the number of sentences our language has, there’s no
upper limit on the size of any particular sentence. Chomsky has claimed that

the fundamental tool that underlies all of this creativity of human language is
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recursion: the ability for one phrase to reoccur inside another phrase of the
same type. If 1 say “John’s brother’s house”, I have a noun, “house”, which
occurs in a noun phrase, “brother’s house”, and that noun phrase occurs in
another noun phrase, “John’s brother’s house”. This makes a lot of sense, and

it’s an interesting property of human language. (Italics by S.N.)

S 512, Everett (20092)Td, recursion%embeddingD K Tii-> T 25,
recursion 1 3 7 D~ bV 3 — 2 # AJ¥(matrioshka-doll) & 7= & 2 12 L T
LTwa, ¥ M) a—3 A NBERATEOHIZAERA-TBEY, TONE
DFIZEZHDONEDS A>T D L) ANTAETH S,

A sentence to most linguists is the expression in words of a proposition,
an unspoken unit of meaning that represents a single thought, such as / ate,
John saw Bill, or a single state, such as The ball is red, I have a hammer, and
so on. Most languages not only have simple sentences like these, though, but
they also have a way of putting one sentence or one phrase inside of another.
This matrioshka-doll characteristic is known as recursion by computer
scientists, linguists, psychologists, and philosophers. This issue is currently
setting linguistics, philosophy of language, anthropology, and psychology
ablaze, in a debate on the potential significance of Pirahd’s grammar for the

understanding of humans and their languages. (pp. 227-228) (A %) v 7
FEXD T F)

Z ZTd, recursion’ “putting one sentence or one phrase inside of another” & 3.
LTWA, &512, Hauseretal (2002735 & LmFOI LIZHER
LTWb,

b B A A, Everett (2009a)ld, Y ¥ /N 75 12 idrecursion, 2 F ),
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embedding?2’ 2V EFH LT3,

... the evidence I was collecting was beginning to build support for two
ideas I later came to hold about Pirahd sentence structure. The first was that
Piraha sentences lacked recursion. The second idea was that recursion wasn’t
all that important—apparently, whatever you could say with recursion in one
language, you could say without it in another. Linguists have long believed,
though not always using the same terminology, that recursion is very
important in language. And so I knew that any evidence that Pirahd could

bring to bear on the issue would be important. (p. 228)

Everett (2009a)l%, embeddingZ recursion T 5 &\~ ) FIHI O 0D %2
FIZEHTHDTH 5,

Recursion has traditionally been defined as the ability to put one item
inside another of the same type (for the more mathematically inclined, it is a
function with a procedure or a subroutine whose implementation references

itself). (p. 228)

These are the standard definitions of recursion. In syntax, again, this
would translate into putting one unit inside another unit of the same type.
Take a phrase like John's brother’s son, which contains the noun phrases
John, his brother, and his son. And a sentence like / said that you are ugly

contains the sentence you are ugly. (p. 228) (£ %) v 7 ZIEXLDOF ¥)

3.2fiC, Nevins et al. (2009a)7%, Everett (2005)7%5recursion? 2 bk % [ -
TR TWD EHH L TW5 2 E 528 L7225 Everett(2009a)id Z Ot
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HEZITANT, EFN VB drecursionS e W E W) BB S NS &,
Chomsky & DL FEE 72 B DS recursionDEFK A ZE X T L E 572D 72 L Tk
g

In 2002, in the journal Science, Marc Hauser, Noam Chomsky, and
Tecumseh Fitch placed a great burden on recursion by labeling it the unique
component of human language. They claimed that recursion is the key to the
creativity of language, in that as a grammar possesses this formal device, it
can produce an infinite number of sentences of unbounded length.

However, as word has reached the scientific world of my claim that
Piraha lacks recursion in the mathematical, matrioshka-doll sense, a curious
thing has happened. The definition of recursion has changed among some
followers of Chomsky. In a sense this is an example of something the
philosopher Richmond Thomason used to say to people who changed their
mind on some subjects: “If at first you don’t succeed, redefine success.”

(Everett 2009a: pp.228-229)

Y N V5| Zrecursion S 72 Wy &\ 9 Everett® F5RAYHT © 41720 TChomsky
WrecursionDEFH A HE L 72D TIE VD TH S, Everett (2005)D 104EHT D
Chomsky (1995) T3 T llrecursioniZMerge Dt V) JR L#H T % LA SN T
WHLDThb, COLIBEEET DL, Everettlt HA OFH & L TOME
AREBZELTVD L) R EDTRERVTHS ) D

ChomskyldEverettx fHFIZ L Tk ) TH DD, ZNHHBRTHLH L
B s, 9CI219954F 12 1ErecursionhMerge D D X L#EH CTH 5 &£ FH
ENTWDEDIZ, Everetth3ZDZ & #HFL TW\Wp 5 TH S, Chomsky
1237, embeddingld, recursion (3572 V), Universal Grammar®toolkit?®
—OITERVDTHL, TOZLERIMTHBILEL .
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6 Y ¥\ EEZrecursion 72\ T & 2DV T D Chomsky D VL

Y &N Vil Zrecursion (2 O IZembedding® & &) 237\ &) FiEE
Chomsky’ &) o TWB D% M- THEL L bEETHA ), Chomsky
B o RREA R 2472 5 % WAS, Fitch et al. (2005) Tl 5T 5 DA
Chomsky® FL & HIHr L X 95 &7 Z#idKen Hale & FEkD RETH 2, 2 F 1),
Universal Grammarldtoolkit (EE—=X) TH Y, &K FH(F I Droolkitk § X
THEHT ALEIIRVE VW) T ETHD, EFNVEEIHENTT 2L
BV HEVS THMHEILZ VDO TH S,

The putative absence of obvious recursion in one of these languages is no
more relevant to the human ability to master recursion than the existence of
three-vowel languages calls into doubt the human ability to master a five- or
ten-vowel language. A Piraha child raised in a Portuguese, English or Chinese
environment will master those languages with the same ease as his or her
mother’s tongue, just as the same child could learn the recursive embedding
principle of parentheses in mathematics, or a computer programming
language with recursive structure. In the face of the huge number of human
languages that have clausal embedding, the existence of one that does not
would in no way alter the explanatory landscape. If anything, this example
would seem to add to the grounds for doubting that recursion evolved “for”
communication (Whatever this means exactly), if a language is attested that
gets along without it. But it surely does not affect the argument that recursion
is part of the human language faculty: as Jackendoff (2002) correctly notes,
our language faculty provides us with a toolkit for building languages, but

not all languages use all the tools. (pp. 203-204) (Italics by S.N.)
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Z 2 TChomskylZ, recursion& V29 % flio TV 425, recursive embedding
principle & \» ) FH2H 5 Z A5, 2 I Tldembeddingz FEIZ L T 5 &
fERRT RETHH o core mechanisms of recursion|ZFLN (& % > {EUniversal
Grammar) % J#01F % %%, embedding(dUniversal Grammar®toolkit?>—2 T
HHEVHIBTH D,

Z Z "CChomskyldJackendoff (2002)% 5 [H L T\ % DT, Jackendoff (2002)
DEMEFT 2 R THAE )

“If languages differ so much from each other, how can there be any
universals? And if there aren’t, how can Universal Grammar have any
content?” Remember, Universal Grammar is not supposed to be what is
universal among languages: it is supposed to be the “toolkit” that a human
child brings to learning any of the languages of the world. If we find that
a certain aspect of linguistic structure is indeed universal, then it is a good
candidate for part of Universal Grammar, though other options must also be
considered . . . .

However, non-universal aspects of linguistic structure may be candidates
for Universal Grammar as well. When you have a toolkit, you are not
obliged to use every tool for every job. Thus we might expect that not every
grammatical mechanism provided by Universal Grammar appears in every
language. For instance, some languages make heavy use of case marking,
and others don’t; some languages make heavy use of fixed word order, and
others don’t. We would like to say that Universal Grammar makes both these
possibilities available to the child; but only the possibilities actually present
in the environment come to realization in the child’s developing grammar.

One prominent version of the “toolkit” approach is Principles and

Parameters theory (Chomsky 1981), in which all grammatical variation



EF N R O 5T 127

among languages is localized in a set of universal parameters, whose settings
are triggered by environmental input. Learning a language can then be
thought of roughly as like customizing the settings in a software package.
But there are other, less rigid theories of Universal Grammar as well. In
any event, it is commonly understood that Universal Grammar provides
possibilities, not just certainties, for the structure of the grammar the child is

to develop. (p. 75)

Universal GrammarldtoolkitTd 1), Z Dtoolx &5 LEIX R VWD TH
%o F 72, Universal GrammarA™Ftfl L TV 2 #4EZ overtiZ I L T\ 2 55k
EcovertlZHH L TW 2 FEED S 5o overtlMHH L T2 WEEE D covertlZ X
BHLTWEHERHLDTH L,

Universal Grammarldtoolkit T 1), £ DER G TEZMANT 2 LEIL %2
EWVI BT 2588 b WA, 728 213, Traxler et al. (2012)I3KD & 9 12

WL CTWwbo

The chief concern about this move is that it introduces a wedge between
observable behavior and underlying computations, which in turn makes it
difficult or impossible to predict what language characteristics will actually
be observed when theoretical claims are subjected to empirical evaluation.
We might also ask, if recursion is the sole occupant of the narrow language
faculty, does that not place it in a class apart from other items in the “tool
kit”? If it is the sole occupant, the unique and universal component of the
human language faculty, why should we not expect it to be present wherever

we look? (pp. 616-617)

Everett (2009a)®, Z ®Universal Grammar7'toolkitTdh V), Z D@ A — %
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EMFEMTHLERIRCE V) ERHIZEMEZEL TV, bbHA, 22
T DrecursionlZembedding?® Z & TH 5,

One answer that Chomsky and others have given to my claim that
Piraha lacks recursion is that recursion is a tool that’s made available by the
brain, but it doesn’t have to be used. But then that’s very difficult to reconcile
with the idea that it’s an essential property of human language, because if
recursion doesn’t have to appear in one given language, then, in principle, it
doesn’t have to appear in any language. This places them in the unenviable
position of claiming that the unique property of human language does not

actually have to be found in any human language. (p. 230)

L5 A A, Chomskyll & - TrecursionidMerge® i V) K Li#EH TH
Z DR T Drecursion?SFLNDcore computational mechanismsT& % DT,
Universal Grammar®Dtoolkit®—2 T& % embedding% il L o WS 522 & 2
HHELTOHMOMEIIAE L2V EIlh b,

7 Hale, K. (1975)D 7 )V ¥ #ED 53 H—Universal Grammarld
toolkit T %5 —

BT, [F4DOSHERDISHELMEST 27200 R~ % v (T
LTWE, §XRTOFHENIRNTOEELFHTL2DITTELRV] Lw
9 Fitch et al. (2005)D IR Z B/ L72hs, ZOEZ % HROIZIRE L 7-Hale
(1975 DODNEZHEFF L TBL ZLIRERTHS ) o

Hale (1975)1%, SrBlIIE R 2 AMAD D 205, £ OFEIFREDOM:
MAERFE- RN LIFFETH L LT D,

If one looks at a variety of languages in the world, one is struck by
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the observation that certain grammatical devices are found, in virtually
identical form and function, in many distinct languages regardless of genetic
relationship or historical contact. I am not referring here to the various formal
universals which have been identified in recent years, but rather to certain
specific highly recurrent grammatical devices —for instance: relative clauses;
the passive; negation with variable sentence internal scope; topicalization;
and others. The overall impression one gains through such an examination
of a variety of the world’s languages is that these devices are universal.
Nonetheless, it is a fact that a great many languages lack specific ones. 1
would like to explore the possibility that certain of these highly recurrent
grammatical devices are in fact universal (in the same sense as that in which
the basic color terms and counting can be said to be universal), and that their
absence in particular languages is merely a gap in formal manifestation. The
grammatical device which I will discuss in this regard is relativization. (pp.

299-300) (Italics by S. N.)

Hale (1975)iZ, 7V ¥V 3% (Haleld Warlpiri Tld 7 <, Walbiri & FF2 L T 5)
IZIEFRE L AV Tl D AR & o 72 BIRETA 7 <, Zud, 7V E B
YSEIY 72 EDOHAAD—EZ E DRV STH D EWV) 5T E LT b,

9, Haleld, HRDOFFEIZBIT B IAKBIRE OIS % FHAT %,

In a great many languages of the world, the relative clause can be said
to consist, at some point in derivation at least, of a sentence embedded in a

noun phrase either before or after a head noun phrase:

NP
S NP
NP

T

NP S
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(p. 300) (Italics by S. N.)

D HaleDFHBH D H D*“at some point of derivation at least”® & Z A % i L
TBWLHIL, ZoOMEIREHRETIIZV., COMEORELNXLVTO
BHUELDEFRICL o TRL 5, 728 21F, HEFETIX, headD &AM & [F—D
FARETIN O 3 AN BIERETICZE 2 & NBIRET O SCHE I BB 50 HARFE T
head & [i]— O BILRETN O G A HIBR S %o

%Lf,7weu%mﬁbﬁ&%%ﬁ%%t&wg%f@étmmmﬁﬁ
THDTH Do HaleD DA TIE, 7IVEIFETIE, BIREIIZTH ICembed S
NT (HHAFINT) WEDOTIE R L, FH mem(ﬁm)éhfwé@
Thb,

Although the embedded relative is extremely wide-spread among the
languages of the world, there are languages which lack it—or, perhaps one
should rather say, there are languages for which no truly convincing evidence
can be adduced in support of underlying structures of the embedded relative
sort. Walbiri is a language of this latter type. In Walbiri, the linguistic
structure which serves in discourse as a relative is similar, perhaps identical,
in its overall syntactic form and transformational behavior to those structures
which function as conditionals (of both temporal, when ... then, and
consequential, if ... then, types). The Walbiri relative, like the ‘antecedent’
of a conditional, is adjoined to the main clause, rather than being embedded
within one of its constituents. Furthermore, relatives and conditionals share
an identical pair of subordinators—/katji-/ for future and irrealis, and /kutja-/
for non-future realis; these attach to the auxiliary of the subordinate clause.
And both relatives and conditionals may either follow or precede the main

clause. (p. 301)
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Hale (1975)13KD & ) 12BIZ T THIIL T b FISCHD ( ) A
DELFRIIAT 7 (optional ) TdH 5 o

The NP-relative interpretation is appropriate where the main clause and
the subordinate clause share an identical noun phrase—the circumstance of
NP-identity can be reflected morphologically by the use of the referential
determiners /yanka/ ‘the (first clauses)’ and /nula/ ‘the (second clause)’,
although this is optional. Typically, though not obligatorily, the shared
noun phrase is deleted by forward pronominalization, and since the relative
clause may optionally be moved to precede the main clause, and since
pronominalization applies after the movement, the shared noun phrase which
remains undeleted may be in the main clause or in the relative clause:

patjuhu-lu na wana (yapke;) pu-yu, kutja-tju yalku-nu

(gulas-gku).
(I-erg I snake (they) kill-past, rel-me bite-past (thej-erg))

wana (yankaj-pku kutja-tju yalku-pu, nula; na pu-gu
patjulu-lu.

(snake (the;)-erg rel-me bite-past, they I kill-past I-erg)

‘T killed the snake that bit me.’

(p. 302)

HalelZ & U, 7)VE Y FEOBREIOIREDIHTIIE 2D 5,

—DHIL, Hale?®, HATIEIRA L TV 4%, extraposition hypothesis &
IERGHCTH L, ZOFHTIE, EBEDOLNLTIE, TVEYFETH, NP
— NP S& ) BHICTEA SN B AL BRI HFAE L, BREII/MEZ
JE(Exptraposition)|Z & » TFRE L NV CEHIZAAMEI NS,
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There is an obvious and (I feel deceptively) beguiling possible
derivational connection between adjoined and embedded relatives which
suggests itself immediately. One could propose that Walbiri in fact has the
embedded relative at the deep structure representation of sentences, i.e., that

it does in fact introduce relatives by some rule of the form

NP — NPS,

and that, in addition, it has an obligatory rule which extraposes relative
clauses to the beginning or to the end of the sentence. This would account for
the surface structures of Walbiri sentences and would, at the same time, allow
us to claim that Walbiri has the embedded type of relative clause. . . . If this
proposal could be substantiated, then it would support, but only in a trivial
and uninteresting way, the suggestion that the lack of the embedded relative

is merely a gap in explicit formal manifestation. (pp. 303-304)

COFHITIE, TIVEVUFETYH, BEL UV Tldembedding AT %o

b 9 —DD5HTIE, HaleAdattraction hypothesis & FES3HT Td 1), Haleld 2
L5055 EHRML T 5,

9, RO GBEMREREIBB L 2RO L) 2RO ERANC X
THEHEICEA SN S,

S — S (Relative)

Relative — Rel S

M5 ERDE IR D,
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S
S Relative
Rel S

Haleld, Thompson (197D)IZfEVy, o> &9 gz, [REFRETZ BRI
Bns&in e Uiz (B3 5] 720 BRE 2 B & AT
attraction rule = LA L7720, |EMICHEA LD, HH0idFEo72<
BH LRV (p.305) 2 L I2E > TWA WA LTIOBREI S IRAE S NS & F
%o

S
/\
S Relative
I T
.NPi. .. Rel S
A
.NPi. ..

Z L, Hale®7#rTld, 7IIVE Y FEIX Z Dattraction rule® #5722 WD T
Hbo DF N, attraction ruleF D b DITTHBIITH A A5, TIVEYEITZD
AT FH L CnewneEnw) 2 EThHb,

This proposal furnishes another way to view the gap which Walbiri
exhibits in its relative clause apparatus—Walbiri lacks the relative clause
attraction rule and, so, lacks embedded relatives. The gap in this case is

quite different from the gap under the extraposition hypothesis—under the
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latter, Walbiri lacked embedded relatives at surface structure only; at deep
structure, embedded relatives were present. Under the attraction hypothesis,
on the other hand, embedded relatives are lacking both at deep structure and
at surface structure. To continue to maintain that embedded relatives are
universal under the attraction hypothesis is to maintain that the attraction rule
is itself a universal, but one which may be missing in specific languages. This
is what I propose—Walbiri has a gap in its relative clause system in that it

lacks the attraction rule. (p. 306)

ZOLHITTNVEYFETIEA R LB FEE LNV Tldembedding?hs 72\ &
ERITSFEIITRM SN TV D TH B, TlE, 4, %E, EFNVFEL
embeddingZ2S 72\ 2 EANTIUI EFE TIZHMEIZ R 2D TH S ) 0%

Z OMIZBI LTI, Robert D. Van Valin, JrSEdge: The reality club (Retrieved
from http://edge.org/discourse/recursion.html) T, embedding?S 72V SikdidH 5
L3I S SN TBY (Ken Haled 7 VE Y GE), LA b B
embeddingZ F7- 7 WERELDH H Z L IIHEIZ SN G oD, &,
¥ viEllembeddinge W 2 EDSESN L OPOBPEFHAL TW5E, £
DOFEH & 1%, Hauser et al. (2002) CFLNOAE (ZrecursionTd V), recursionid
ANEOBFEIZ LAV EFERESNTED, EF N YillrecursionS e\ &
I, guruThb (DF D, godThA) Chomskyllk 3 2k TH % H
HLEWH)ZETHbH®

So, first of all, Everett’s claim is a direct challenge to the “guru’s” teachings,
and second, Everett himself was once one of Chomsky “disciples” (he was
once a leading figure in Chomskyan linguistics in Brazil and spent time at
MIT) and is now apostate. A former true believer is always attacked in a

way that those who were never believers are not. There is a further factor.
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Chomsky is perhaps best known to non-linguists for his prolific political
writings, and while he has always taken great pains to keep his political work
separate from his linguistic work, many people take both of them as two parts
of a single oeuvre, so that an attack on his linguistic work is also perceived
as an attack on his political work. This is particularly true in other countries,
especially in those countries in which Chomsky’s trenchant criticisms of the
US government resonate with local attitudes toward the US. (1 % 1) v 7 &
B0 F)

ST TR LBUGOHFETHE AN TH % ChomskylZx§ ki TH 2
WIS, AT TS ZOFHEEERE MY EiFlze ) T Eilhd, €50
v EBCrecursion? 72\ & & HSEEIH & MLALIZChomsky DHERIATRIEE 2 L v 9
ZETHA) FLT, AT 4 TIFEF N UFEICIZrecursionhy 2\ 2 & ASiE
HENTDD X ) ITHE L TV D%

Everett37%*> CldChomsky Ddisciple (5F) T®H - 7225, Bi1E ILapostate (5
HE) THhAHEVW)HICEALTE, BL LAWHRATE 5, Everettld, #ix
L, BmEEZESNVERICRT 2O E SN VRO R I 7275, BRICHE
MEE IR o720 2 LC, WIEChomsky = EZ T 5 ERSUESFH TH - 72
25, BIEIZChomskylZxf L CTWwb, 2% 1), EBverettld, ¥V A MO
SR CHMO X 9 BAFETd S Chomsky b 18 U % WIEMERH 2O TH %o

Colapinto (2007)/ZFitch & Everett® [ DK D X 9 e B55 AR STV 5 10

When Fitch and Everett met in Porto Velho in July, two days before
heading into the jungle, they seemed, by tacit agreement, to be avoiding talk
of Chomsky. But, on the eve of our departure, while we were sitting by the
pool at the Hotel Vila Rica, Everett mentioned two professors who, he said,

were “among the three most arrogant people I’ve met.”
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“Who’s the third?” Fitch asked.
“Noam,” Everett said.
“No!” Fitch cried. “Given his status in science, Chomsky is the least

arrogant man, the humblest great man, I’ve ever met.”

8 MDFEHDE

¥ &N v Zrecursion (embedding® & &) A7\ 2 &2 L Tld, Everett
R Nevins et al VI B % { OFFEDER A BT WD, 72& 21X, Traxler et
al. (2012)1%, Bickerton (2010)D WL fEZE AL T %,

Like Fitch et al. (2005), Bickerton (2010) suggests that Pirahd infants
would have no trouble acquiring a language that entails recursive structures.
He explains the absence of recursion in the overt form of Piraha as reflecting “a
special and extreme case of acquisitional delay” (220). It is not entirely clear
what Bickerton means by “acquisitional delay.” He may simply be reiterating
the competence-performance distinction that has been used elsewhere
to buffer linguistic theories of the structure of language from potentially
contrary observations of overt behavior. However, he may be implying that
cognition among the Pirahd has, for unspecified reasons, lagged behind the
rest of the language-using world. If Bickerton intends the former claim, it has
the previously described effect of rendering the recursion hypothesis difficult
to test. If he intends the latter, this claim is not supported by empirical

observations. (p. 617)

Traxler et al. (2012)i%, ¥ ¥ /> D A7z % DSrecursion = £F72 2V old, €4
INY D N7z 6 Zworking memoryDSAE L TV A 05 Tdh 5 &\ 9 Coolidge et
al. 2010)D FLIR BN L T 5,



EF N R O 5T 137

Other theorists have provided different explanations for why Pirahd
lacks recursion. For example, Coolidge et al. (2010), accept the possibility
that the absence of recursion in the overt form of Piraha reflects the absence
of recursive representations in the grammar of Piraha. This move successfully
unifies observable behavior with underlying cognition. However, Coolidge
and colleagues attribute the absence of recursion to aspects of the broad
language faculty. Specifically, they claim that Piraha speakers lack the
working memory capacity necessary to compute recursion. They note that the
absence of recursion in Piraha “could be consistent with other explanations,
such as an underlying neurophysiological deficiency, like limited working
memory capacity.” (They also endorse Bickerton’s “severe acquisitional
delay” explanation as an alternative.).

There are a number of problems with this line of reasoning, not the least
of which is that Coolidge and colleagues offer no evidence about the working
memory capacity of Piraha speakers. There is evidence that visual short-term
memory is the same in English speaking and Piraha speaking populations
(Frank et al. 2008). Other short-term memory tasks, in particular, some forms
of delayed-match-to-sample tasks, do appear to be undertaken differently by
Pirahd speakers, because their language lacks number terms (such as five,
seven, twenty-two, etc.). However, cognitive theorists long ago adopted a
distinction between short-term memory (as indexed by tasks such as digit
span) and working memory (as indexed by tasks such as operation span and

sentence span) . . . . (p. 617)

L5 DA, Traxler et al. (2012)1F, ¥ ¥\ iEdSrecursion & K\ T 5 D1
IEPIZL 5 HDTH L &9 EverettD it b8/ L T %,
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Everett, by contrast, explains the absence of recursion in Piraha as
reflecting cultural values. He describes Piraha speakers as culturally committed
to literal interpretations and representations. For example, they do not have
any creation mythology. They have spiritual beliefs, but these are informed
by direct interactions with the physical world, and strong beliefs about the
direct perception of spiritual events. Everett explains the absence of recursion
in Pirahd by suggesting that the culture only allows direct statements of
fact and does not permit presuppositions. These cultural factors influence
and constrain the grammatical properties of the language. One example
is the “one assertion per utterance” rule. This rule conforms to the Piraha
cultural value of expressing only ideas for which one has direct evidence.
In recursive forms, such as “Give me the nails Dan bought,” the idea “Dan
bought the nails” is implied or pre-supposed but not directly asserted. One
way to eliminate pre-supposed elements from a language is to bar recursive

structures. (p. 617)

9 FiL®
22 F TES N VB recursionhSdh B DD O L) g e BT E
7o, wEICHEREEE LTI,
F 3, recursion®DEFLAHIME TH - 725 Hauser et al. (2002) TIZFLN % KD
IIZHML T b,

. although many aspects of FLB are shared with other vertebrates, the
core recursive aspect of FLN currently appears to lack any analog in animal

communication and possibly other domains as well. (p. 1571)
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... FLN comprises only the core computational mechanisms of recursion as

they appear in narrow syntax and the mappings to the interfaces. (p.1573)

Everett (2005)D EFLIZ KD L 5 TH 5, EveretthHI EFH L TW 5D DI
embedding T % o

putting one phrase inside another of the same type or lower level, e.g., noun

phrases in noun phrases, sentences in sentences, etc. (p. 622)

Nevins et al. (2009a)l&EverettZ recursion® F M & 1E L < BEffE L T2 v &b
72 1"C, Everett (2005)Dabsence of embedding% & V) IEAfEIZIRD £ 9 128 ~<jE
LTwh,

Ban on embedding in Pirahd: No phrase o may dominate a multiword phrase
B unless o and B belong to distinct syntactic categories (under a fairly coarse-

grained classification). (p. 362)

IZ, Nevins et al. (2009a)ldembedding & recursion & MergelZ 2 W CadH L,
Hauser et al. (2002) T 1L T Vx BrecursionldMerge Dt ) s LD Z & T
H 1, embedding® Z & TiE 7\ LB TV1 %, Nevins et al. (2009a)i, 7,
20054E & 1) 104ERT I A& 7L 72Chomsky (1995)7 & Merge D 1) 3K L i# H]
DOFHEGIHL T2,

In recent work associated with the minimalist program, hierarchical phrase
structure is understood as a reflection of the iterated application of the

structure-building rule Merge (Chomsky 1995). (p. 365)
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Z LT, MergePDoperation?irecursive T % Z & %G LT 54,

Merge takes two linguistic units as input and combines them to form a
set (a PHRASE), in which one element is designated as the phrase’s head.
Two kinds of linguistic units may serve as input to Merge: (i) lexical items,
and (ii) phrases formed by previous applications of Merge. Since Merge
may take previous applications of Merge as input, the rule is RECURSIVE.
Iterated Merge yields the full variety of phrase structures studied in syntactic
research—structures composed of lexical items and phrases that were

themselves produced by Merge. (p. 365) (KL FIEFELOF )

F 4> ®embedding® £ 26 % #H 41, Everett (2009a) T, recursion% XD
FIIERELELTWS, T I T, Everettidembedding Tl 7 < recursion &
W FER o TV b,

RECURSION consists in RULE (OR OPERATION) SETS THAT CAN
APPLY TO THEIR OWN OUTPUT AN UNBOUNDED NUMBER OF
TIMES. (p. 407) (KXTFIXELOF )

b Lrecursion®MergeDf D R L L EFRT 2D THIUL, EF N Vi
|Zembeddingh¥d % D272\ D72l XHauser et al. (2202)D“FLN comprises only
the core computational mechanisms of recursion” & \» 9 ARFLIZ & > TIIM O BIf%
bhrwnZ bilh b, E¥ N\ ViflZembedding?sie < & brecursion? ® b DI
D5 TdHh b Nevins et al. (20092)73F 9 &£ 9 12, MergeDif§ 1) 3k L@ 2%
ZUFNTES N VFRICBZGED LD HFHEL W LIl 5 b Th b

SEi?DThe core computational mechamisms of recursion Cif L < #iBH L7z &

I 12, 20054E D104 H D Chomsky (1995) TMergePrecursive application? i
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HENTWDDTHLH5, Bverettld, 2005FDERETH, ZNLRETD,
Hauser et al. (2002)Drecursion® &Mz IE L CHEL T o2l 9
XTHA 9o Hauser et al. (2002)D“FLN comprises only the core compuational
mechanisms of recursion”®*“recursion”% “embedding” Cii X2 TH L I,
“the core computational mechanisms of embedding” & 72 %, embedding7 core
computational mechanisms & (L7 TIEZ\VTH A ) Ho

Everett7 Hauser et al. (2002)Drecursion® &K x IE L C HETE TV d o
7-OIEHHETH %, TlE, KIZ, embedding” Universal Grammar % J5#01F
DPEFELUERTHDLLEZTCHL ). TOHAEIL, ¥ ¥\ ViklZembedding
WHEHONRCOPITEELRMEE 2L, b LEF N iEllembeddingds 7
\F 1Lid Universal GrammarDRFIC & > TR E 2 506 Th 5,

L7 L, embeddingZ’Universal GrammarOfEREZTH L L LT, =
DDEZTNTED, ¥, Hale (1975 TEDLNTW5DH X )12, Universal
Grammar (XtoolkitTd V), embeddingld & Dtoolkitd—2>Th V), Fikid
Universal Grammar2S {2 it 9 2 BE S X CE2 AT A2 LB TRV EV)I EZT
Thdo TOHEZFTIE, EFNrifdembeddingZ AL 2N EIE, A
LA 1519 72 Universal Grammarx 5 T8 1), % DUniversal Grammar% ffi >
TEZERT 5 L V)G & o T IR v,

WKIZ, embeddingldUniversal Grammar# $¥# 1) 2 HOM R EFZ TH
D, TRTCOBFRTHHSIALTNELL 2 WEWIFEZHICHE) &, ¥
NV ERIZembeddingAi v 2 EAFEM S AL, ARHZA Y 72 Universal
Grammarx Ff> THB 1Y), ZDUniversal Grammar¥ ffi> THih% EEH T2 LW
I IRFNLAZL L 72 { %2 B LA L, Everett& Nevins et al D OFg5 % T,
¥ 5N v iEIZembeddingSd B DO WO OHWE T L5 DT HON L,
oG RARY TEHERHEIITE 2w EBbs,

F72, EOL NV TembeddingMFET 5 D0 LR \VORbEEL 2T
X bhv, B LEBLNLVTHHEREL LT hembeddinghSHFEL VO
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THhUF, embeddingldUniversal GrammarD WHDOREREFRTH ), $C
ERCHHENZ T NIELR LWV E VI IFUIRT LW 225, b
L, #RELUANVTIRAFEL WA, EELNVTIIEETDL L) 2 Lilk
L, CORPHILTHEEZDHTHA I, Hale (1975)Td, TIVEVRE
2B 5B L~V T Dembedding® W REMEICE K LT 5 o2

MNZEoTix, €N riElZiZembeddingh 2 W EHBILTWE L) TH
L, COMEEZRENOVTVEWE D) THb, 0°Grady (2010)1F, X<
LN TWEFEEOMMETH LD, TOTOH L TT LIETNVFEIC
BT 2RD LD RLEIBHEIN TN D,

LANGUAGE MATTERS The World’s Most Controversial Language

In 2005, a linguist-anthropologist, Daniel Everett, published a startling
report on Pirahd, a language spoken by a few hundred mostly monolingual
tribespeople in the rainforest of northwestern Brazil. Piraha, it was claimed,
lacks complex syntactic structure in general, including complement clauses,
and coordination—unlike any other known language, it supposedly permits
only short, simple sentences. (It is also said to lack color terms, numerals,
and quantity-denoting expressions such as every and some.)

Although the report has received quite widespread attention in the
media, its accuracy is being hotly debated within linguistics. A great deal
of additional research and scrutiny will be required before a consensus is
reached on the status of this fascinating language. (p. 192) (£ %) v 7 1%
FEXoF %)

N mdld A 74 7TOFB 207205, €N Vikllembeddingh H
LOMWEAONIE, T2 LEIHICHE - T La0NERs20nin
A ETHb, FORRIZIE, EFNVEIZEEBLANLVTHERBLANLTY
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embedding?¥® 5 DAL\ D D, B H WL, FKlEL X)L Tldembeddingld 72
PEBL ANV TEDLO0E V) TICHEZELRTFIUEE SV THS ),

*E
1 2OmLERS>TIED ) —2LHMENTWLwmFhd b, TilidTackendoff&

Pinker!Z & % Hauser et al. 2002)IZxF 3 28K TH 5o Z OFaFId LT OFHLTZED
WEEZMDZ ENTE D,

Hauser, M. D., Chomsky, N., & Fitch, W. T. (2002). The faculty of language: What is it,
who has it, and how did it evolve? Science, 298, 1569-1579.

Pinker, S. & Jackendoff, R. (2005). The faculty of language: What’s special about it?
Cognition, 95,201-236. (_LRCERSCIIx3 2 #8H)

Fitch, W. T., Hauser, M. D., & Chomsky, N. (2005). The evolution of the language
faculty: Clarifications and implications. Cognition, 97, 179-210. ( LFEBEHNZ R
% [%)

Jackendoff, R. & Pinker, S. (2005). The nature of language faculty and its implications
for evolution of language (Reply to Fitch, Hauser, and Chomsky). Cognition, 97,
211-225. (EREBIZIH S 2 E%)

O I EREORIR L AELORETH %,

2 recursion & 29 FEIE, alF, A RCCE T [TFHRE] 5 Wi [eEME] EREN S,
LAL, ZIZEBR<RD X HIZ, recursion?MergeDidt ) (R L#EH T 2 L fFRT %
DOTHIUL, ZOFGEILHEY)TE RV W OERSUE T, SRR % 8 H
LCWS ERUEHEDRVRELIET LB D (/28 21E, S — NP Aux VP,
VP = V S& W) Mg BLHI 2 o UL, SHWED L LIMBLL, S 5Ma % D Ui
RA) OT [F)F] &2 [HYF] LIRLTH KW TH A )05, MergeD#f ) &
L ClEF DR R LB 5 D1 Tld e v,

Oxford Advanced Learner’s Dictionary (8th edition)ld, recursion& 9 FEDEE % L
TOXHTHHAL T2,

[uncountable] (mathematics)
the process of repeating a function, each time applying it to the result of the previous

stage
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BIZEBT 2 L 912, MergebBIOBHDOMTIICHEEH ENLDTHLH5H,
recursionDFGEEE LTI [#0EL] A0 [FIE] B5SH LTI R wH
LB,

73, embedding (IEHE 1) [HLHAA ] TH ), embedded clauseld [HEL&D AA ],
embedded sentenceld [HEOAAL] TH D,

3 [recursionSFLNZ D15 5 | L9 FW & [recursionUniversal Grammar %
O 5] LW FWHOmMARELNL D, WHEIEXK SN TIEWRWwE D
Td %o Hauser et al. 2002)% T2 N7z bk, BEOETHTE2T 5 LhEn
L)THL, AT, MBEBLZXH L B2WTHEAT 5,

4 Piraha®FiA 7 IZBH L Cl&, Everett (2009a)Dpreface T, pee-da-HAN & \» 9 {ERAT
Everett l 2 L o TOF BN TV D, FIIRTIE, TES NV ] LRELTWEDT,
KEGTHZNUIHE) 2 EITT 5,

5 BIHOFICEEDER T ANSAEE1E, TERS. N)JEERLL, 4 OEREK
MBI LT 5, £/, GIHXO—E%E2A %) v 7 Tildi L7cmalE, 5IHO
42 (talics by S. N.) & EREZ AN D,

6 ZOEFITFERATH D, SciencelZik > 72D L Hauser et al. (2002) Td 5, 2005
4FIZ 1 Fitch et al. (2005)7%%Cognition |2 & LT % %%, T Pinker & Jackendoff
(2005)NDAIETH 5

7 representation& 9 FEOFGE L L I LHIFELR ECTfibh s [HEK] L XY
—Hm e [#R] 020 d s, Pl (F) o [LEY#M] (CD-ROMIR)
1, [ERSIIHRICE L COIS IR 2 8 Tl S 72 & BRI R
T 2720000 EROBHRTHL | LHPLTWE, ZITHRY EIFsinT
\» % computational systemid, -LHY3CH(mental grammar) TORER AR L OREED
representationz it ) AT, T I TOrepresentationld [FRR| LRI RETHAHIH,
72720, MRS RO IS AE [FR] Thb, (728 21X, “the structure
of the NP is represented as follows” & \» 9 LOFIL, [Z DX OfEEITIRD L 9 12
FRENL] THDS)

8 Hauser et al. (2002)DrecursioniZembedding Tld 7\ Z L3 RIZ L L 5o

9 Everettld, m@lid, BEEEFNVIEIGRT72OIES N VEEOWIIEZ GO 72D
THHN, BRIZIEF) A MEHET, BHHE IR >TW5,

10 Everettld, W-LiaCoiffizes L CwzEHIE, HRLEOEEHETH-720T, ¥
FNVEEIZ D YhRembeddingh i D> & DENT, EFNVFEOGHTE LTV 72D T
H59,

11 B CHEHA SN TR LR T OERIZLLT O ) o (Everett (2005: p. 623)
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" =high tone
no mark over vowel = low tone

" = glottal stop

BRED T OFERIZ DWW TIdEverett (200512 1EFHIE 2 Vo -saiD{ERIZ-nominative
Lo TWAHD, EveretthSAR L T-saildnominalizer & 5 - T\ 5 M T, nominalizer
DZETHH) o

12 Nevins et al. (2009a)(&, EHELRPHZLLE2, TRL] LidEH)wv) 2 ehr
[F)] L1372 &1k, Everetth’CATIRR L TV 2B LMEICT A2 2 LN TE S
LIFBERT W2,

13 YN VREOBISCTH SN TV LRE5 1L F O ) Tdh S o (Nevins et al. (2009a
p. 369, footnote 16) £ 1)

ASSOC: associate, ATEL: atelic, CMPL: completive, COMP.CERT: complete
certainty, COMPTZR: complementizer, CONT: continuative, DEP: dependent,
DESID: desiderative, DIR: direction, DISC.PRT: discourse particle, DUR: durative,
EMPH: emphasis, EP: epenthetic, FRUST.INIT: frustrated initiation, IMPF: imperfect,
INTENT: intention, INTER: interrogative, INTNS: intensive, INTNSF: intensifier,
NEG: negative, NOM: nominative, NOMLZR: nominalizer, OBL: oblique, PERF:
perfect, POSSN: possession, PROX: proximate, REL.CERT: relative certainty, REM:
remote, STAT: stative, TEL: telic, TEMP: temporal, UNCERT: uncertainty.

14 Nevins et al. (2009a)i%, LOFIFCH T, Koptjevskaja-Tamm (1993)DifA4r% L T
W% 7285, Koptjevskaja-Tamm (1993)1d, Stassen (1985)@balancing (% L Thalanced
constructions) X°deranking (% L Tderanked constructions) |25 & L T 5721} T,
HAAMICES NV EZH L TWADITTIE RV, L22»> T, Z 2 TldStassen
(1985)DFRN 72T 2§ %6

15 (ii) & (iii) b BELRMETH 5%, AfCldrecursionD FHED A 2> T
DT, HOHRET, (e G FFRwI L et 5,

16 2 ZTl&, that&carkMerge L7-#ERZ ()D& I IZFRL T2,

(1)
that car

N

that car
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COFIROATIEFEIZIERETIE 2V Chomsky (1994)I27E9 O THIZE, (11)D £
HCFRTRETH S,
(i1)
that

N

that car

(D & 9 IZERET ()D& ) I2FRRT 5 DidBare Phrase Structure D& 2 F 125t
TWANRSTH D, ()DERIL, that cark V) AL, TEEEFETD 5 thatD k% %2
TN T WD LWV BRTH D, ZOHD, MergeDFERTE MO LD FER
(labeDlZZ DA DO FEIROFEREN TH L. BE DL HIZEKRT 20O
BHES B 7S, BIROD 3 % )7 1L Chomsky (1994) % FiA TW 7272 & 720,

17 Everett?® Y ¥\ iEDIGE % #44 L 72Colapinto (2007)IZEverett® F5RIZK 5 %
Chomsky il A O SIS 2SHE ST 5,

For Everett, the most important reaction to the article [Everett (2005)& % \
IFTFIAT E 5 1T Dversion® &5 522134 (S. N.)] was Chomsky’s. In an e-mail
to Everett last April, Chomsky rejected Everett’s arguments that the Piraha’s lack of
recursion is a strong counterexample to his theory of universal grammar, writing, “UG is
the true theory of the genetic component that underlies acquisition and use of language.”
He added that there is “no coherent alternative to UG.” Chomsky declined to be
interviewed for this article, but referred me to “Pirahd Exceptionalilty: A Reassesment,”
a paper that was co-authored by David Pesetsky, a colleague of Chomsky’s at M.I.T.;
Andrew Nevins, a linguist at Harvard; and Cilene Rodrigues, a linguist at UNICAMP. [ Z
ZCTE MK STV 5 “Pirahd Exceptionalilty: A Reassesment” &\ 9 G SCIEFIAT &
LTV S Nevins et al. (20092) Tl 7: <, ZNLIHIDonlineDFi LT %o (S.N.)]

18 2D Rx» M, Edge: The third culture THE3K S N 7zEverett (2007)D“Recursion
and human thought: Why the Pirahd don’t have numbers—A talk with Daniel L. Everett”
(Retrieved from http://edge.orge/3rd_culture/everett07/everett07_index.htm) 1% L C,
Edge: The reality club (Retrieved from http://edge.org/discourse/recursion.html) THE3 &
1172, Steven Pinker, Daniel Everett, Robert D. Van Valin, Jr, David Pesetsky 5 ® I X
YED—=DTHb
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Synopsis
Some Remarks on the Piraha Controversy
Satoru Nakai

The present article reviews and discusses the so-called Pirahd Controversy,
which is on the issue of whether the Piraha language spoken in an
Amazonian village by a few hundred people uses recursion or not. Daniel L.
Everett, who has studied this language, argues that the language lacks
recursion, which is supposed to falsify Mark D. Hauser, Noam Chomsky,
and W. Tecumseh Fitch’s hypothesis that “FLN (faculty of language in
narrow sense) comprises only the core computational mechanisms of
recursion,” that is, “a core property of FLN is recursion, attributed to narrow
syntax.”

The present article first reviews the debate between Daniel L. Everett and
Andrew Nevins, David Pesetsky, Cliene Rodrigues, and as Nevins et al.
correctly point out, reveals that Everett misinterpreted the recursion used by
Hauser et al. (2002) as embedding. Hauser et al.’s recursion is the iterated
applications of Merge, which were already explained in Chomsky (1995).
Embedding is one of the tools in the toolkit Universal Grammar provides for
human languages and is not the core component of Universal Grammar and
therefore it is irrelevant to Hauser et al.’s hypothesis whether Piraha lacks
embedding or not. Other studies, which claim that they support Evertt, also
misinterpret Hauser et al.’s recursion as embedding.

The present article then explains what the iterated applications of Merge

are like based on Chomsky (1995) and also explains that Chomsky thinks
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that embedding is one of the tools in the toolkit Universal Grammar
provides for human languages and the lack of embedding in Piraha is not a
problem for Hauser et al.’s hypothesis that “FLN comprises only the core
computational mechanisms of recursion.”

The present article also describes the proposal by Ken Hale (1975) that
Universal Grammar is a toolkit, which is based on his study of the
relativization of Warlpiri, an Australian aboriginal language.

To conclude, judging only from the debate between Everett and Nevins et
al., we cannot decide whether Piraha lacks embedding or not. But it is
shown that Everett does not correctly understand the meaning of recursion
in Hauser et al. (2002) and Everett’s claim that the lack of recursion in
Piraha falsifies Hauser et al.’s (2002) hypothesis that “FLN comprises only

the core computational mechanisms of recursion” is not supported.



