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ABSTRACT

Development of a Low-Voltage Ambient Mobility Spectrometer for Atmospheric Pressure
Plasma Diagnostics

by PENADO KEITH NEALSON MONTANEZ

Ion mobility spectrometry is a method that allows the measure of ion species in a swarm
by analyzing their inherent mobilities. In the spectrometer, the swarm is separated into its
discrete components by interacting with a strong electric field, and collisions with the neutral
gases. While the method could be applied under vacuum, it is more convenient to perform it
at atmospheric pressures allowing faster analysis of large molecules.

The study demonstrate the diagnostics of a capacitively-coupled RF AP source using the
low-voltage ambient mobility spectrometer. The design of the compact spectrometer device is
similar to that of typical drift tube ion mobility devices. The shutter region contain mesh at
the plasma facing side of the spectrometer results to an observed phase-locked signal at the
detector. Even in the absence of an electric field, the time varying voltage at the shutter is
enough to produce this type of signal at the detector.

The principle for low-electric field ion mobility spectrometry for positively charged species
has developed in this study using the asymmetric current behavior. Analysis of the ion trans-
port in the drift field shows the presence of peaks in the time-of-flight spectrum during the
positive phase corresponding to the reduced mobilities of 3.0 cm2/Vs, and 2.7 cm2/Vs mea-
sured at an applied bias of 100, and 5-50 V respectively. The peak could possibly be attributed
to the drift of O+, and Ar+ ions inside the spectrometer.

The principle for low-electric field mobility spectrometry of electrons has been studied for
diagnostics of an atmospheric pressure plasma source. At negative field intensities of 0.33
V/cm -33.3 V/cm the presence of a phase dependant signal relative to the shutter potential is
observed. The average electron mobilities measured in this study report mobilities of 81.7, 82.6,
and 85 cm2/Vs corresponding to the 30, 100, and 200 mesh sizes respectively measured at E =
0.33- 33.33 V/cm.

Numerical calculations of the ion transport inside the ambient mobility spectrometer has
been conducted using an approximation of the single particle motion of ions, and a collective
fluid behavior of the system to simulate the swarm behavior of ion species inside the ambient
spectrometer. Diffusive-like behavior of the swarm was observed from the results of the PIC
code while the Finite Difference method applied to the 1D Fluid model equation confirms the
high-pass filter characteristics of the mesh at low electric fields.
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The study is one of the first that discusses measurements of ion mobilities at very low elec-
tric fields in the absence of a neutral gas. The proof of concept that this method could be applied
at this scale opens up the possibility of expanding the theory even further such that we are able
to realize the analysis of trace substances even faster than before.
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Chapter 1

INTRODUCTION

Ion mobility spectrometry (IMS) is an electrophoretic method that allows the measurement
of ion species in an ionized swarm by analyzing their inherent mobilities [1]. The method in-
volves the separation of the swarm into discrete ion components in the presence of an applied
electric field and a neutral gas environment to obtain the components’ inherent mobilities. Sep-
aration of the swarm is achieved through ion-neutral collisions, while the applied electric field
accelerates the discrete ion packets towards the detector where a distinct electronic signal is
obtained.

While the method could be applied under vacuum allowing a more controlled environment
for accurate measurements of trace ion species, the process has expanded to be done under
atmospheric pressures allowing for faster analysis of large molecules such as narcotics, and
explosives, and analysis of samples that are difficult to introduce into vacuum systems such as
biological samples.

IMS typically requires applied electric fields of about 1- 100 kV/cm to obtain the mobilities
of ions. This requirement hinders the design of more compact devices due to the size of the
voltage sources needed to produce these fields. The need for an inert buffer gas environment
similarly requires additional equipment so that the neutral gas environment can be sustained
during spectrometry.

This dissertation presents a novel compact ion mobility spectrometer that is able to obtain
the mobilities of charged species at very low electric fields of up to 33.3 V/cm at ambient
pressures. The design of the ambient mobility spectrometer does not require any equipment to
maintain a neutral buffer gas environment by measuring the mobility of ions in ambient air.

The design involves the addition of a wire mesh at the plasma facing side of the electronic
shutter that periodically switches between a low negative, and a high positive potential result-
ing to a time-resolved detector signal relative to the applied shutter potential. The detector cur-
rent varies over a range of operating parameters such as the shutter voltage, shutter frequency,
and the applied electric field in the drift region. This unique signal allows the measurement of
the mobilities of charged species by analyzing the arrival time of charged species based from
the first derivative of the signal in these regions.

1.1 Objectives and Motivations

A fast, low-cost method of analyzing trace molecular species such as aromatics and other
volatile substances is of interest especially in areas where limited resources are available. The
developed low-voltage ambient mobility spectrometer may prove to be useful in these situa-
tions. The design of which allows the identification of such substances at a much lower cost
than typical mobility spectrometers which are available in the market.
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Chapter 1. Introduction

Therefore the research aims to establish the instrumentation, and the corresponding theory
of the developed low-voltage ambient mobility spectrometer such that the mobilities of charged
species may be obtained from the distinct spectrometer signal.

1.2 Organization

The dissertation consists of five main parts and seven chapters following the introduction.
A review on the fundamental theories of atmospheric pressure (AP) plasma, AP plasma di-
agnostics, and ion mobility spectrometry is described in Chapter 2. Literature discussing the
relevant concepts in the dissertation are presented here to lay the theoretical foundation of the
research for the reader.

Chapter 3 presents the radio frequency (RF) AP plasma sources developed in this study to
serve as the ion/electron sources for IMS. The chapter covers the design, and operation of two
RF AP plasma source configurations. These sources were characterized using optical emission
spectroscopy and double probe measurements to characterize the produced plasma. By inves-
tigating the source characteristics, valuable insights regarding their suitability for integration
into the mobility spectrometer are obtained.

Chapter 4 delves into the design of the ambient mobility spectrometer. The chapter aims
to establish a clear understanding of the spectrometer’s functioning under ambient conditions.
The schematic design, and typical operation procedures of the mobility spectrometer is dis-
cussed. It was found that the addition of a mesh-type shutter electrode allows the observation
of a distinct current signal at the detector. Results of the double probe analysis of the plasma
near the mesh electrode vicinity were conducted to clarify the observed phenomena are also
presented in this chapter.

In Chapter 5, the spectrometer’s operation during the application of a positive electric field
to the drift region is investigated. In this particular operation mode, the distinct detector signal
observed enables the determination of the ion mobilities of positive ions. In contrast, Chapter
6 focuses on the spectrometer’s operation in the presence of a negative electric field. The ob-
served signal in this operation mode allows the measurement of the mobilities of negatively
charged species in the ionized swarm which are predominantly electrons.

Numerical calculations on the motion of charged species inside the spectrometer are dis-
cussed in Chapter 7. Utilizing the equation of motions, the motion of a charged particle given
a electrostatic potential distribution of the spectrometer and the neighboring charged particle
species are obtained. A more efficient simulation model by solving the one dimensional fluid
model is able to explain the time varying flux of particles inside the spectrometer resulting to a
distinct detector signal. Overall, the chapter tries to ground the observed phenomena to known
physical concepts, contributing to a more comprehensive understanding of the system.

Finally, Chapter 8 serves as a culmination of the research findings presented throughout the
dissertation. It summarizes the key outcomes and discoveries and presents recommendations
for future research directions, highlighting potential areas of exploration and further investiga-
tion.
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Chapter 2

FUNDAMENTAL THEORY AND PRINCIPLES

This chapter discusses the fundamental theories and supporting literature regarding the
topics discussed in this dissertation. An introduction to plasma science, specifically atmo-
spheric pressure plasmas, is first presented. Here we describe the fundamentals of plasma
as a state of matter, and how variations in pressures directly affect the characteristics of the
plasma. Methods of plasma generation are also described here with a more detailed discussion
on radio frequency plasma excitation.

The next section discusses diagnostic methods used to characterize atmospheric pressure
plasmas. At the atomic level, plasma can be described in terms of the excitation and de-
excitation of charged species which can be quantified using optical emission spectroscopy
(OES). In contrast, the bulk properties of plasma such as energy and density of charged species
are typically obtained using probe analysis such as double probe measurements.

The last section in this chapter deals with the theory of ion mobility spectrometry. The
basic theory of separation, drift acceleration, and detection of charged species in a drift tube
ion mobility spectromeer are presented here. Other methods and devices used to quantify of
ion mobilities are also presented in this section.

2.1 Introduction to Atmospheric Pressure Plasma Systems

Plasma is generally termed as the fourth state of matter. As energy is introduced to matter,
the atoms that constitute the material get energized enough to overcome the intermolecular
forces in between the atoms allowing them to move more freely. Further increasing the energy
results to electrons escaping the atomic force of the nuclei causing the creation of a swarm
of ions, electrons, and neutrals. This collection of particles is called plasma and is typically
characterized by a quasi-neutral charge and a collective behavior. Plasma can be observed
naturally in the stars and in the auroras up north, but are typically produced in laboratory
or industry settings where a constant energy source, typically electrical, is used to ignite, and
sustain the discharge of plasma. [2].

The universe is approximately made up of over 99.9 % of plasma [3]. And like majority of
the universe, that 99 % of plasma exists in a vacuum. We however, do not exist in a vacuum but
at ambient pressures and temperatures where plasma barely exists naturally. Plasmas that are
created under these conditions are generally referred to as atmospheric pressure (AP) plasmas
[4].

AP plasma has the primary advantage of the lack of need for vacuum systems making
them easily accessible, and cheaper to produce. This allows the plasma to be applied towards
materials that don’t thrive in a vacuum environment such as organic materials and liquids.
Characteristic of AP plasma is the presence of atmospheric gases such as Oxygen and Nitrogen
in the swarm. [6–9].
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Chapter 2. Fundamental Theory and Principles

FIGURE 2.1: Description on the frequency dependent behavior of the charged
species in plasma at increasing input voltage frequencies. Figures were obtained

from the publication of C Tendero, et. al. [5].

n =
P

kBT
(2.1)

ℓ =
kBT

ΩP
√
2

(2.2)

When compared to the typical case of vacuum plasmas, as the pressure is increased from
high vacuum, the mean free path of particles, ℓ, or the average distance before a collision oc-
curs, decreases due to the increased density of gas particles, n, where P is the pressure in [Pa],
kB is the Boltzmann constant, and T is the absolute temperature in [K]. Under atmospheric
conditions, this mean free path is less than Debye length, λD, or the length at which electro-
static forces may affect the plasma. Here Ω refers to the collision cross-section of the particles.
The decreased mean free path observed as pressure increases results to the behavior of AP
plasma being dominated more by collisions and diffusive effects when compared to their vac-
uum counterparts.

Pressure [Pa] Neutral Density [cm−3] Mean Free Path
10−5 - 10−2 109 - 1013 1 km- 10 cm
10−2 - 100 1013 - 1016 10 cm- 0.1 mm
100 - 105 1016 - 1019 0.1 mm- 0.1 µm

101325 (1 atm) 2.7 x 1019 64 nm

TABLE 2.1: Dependence of the mean free path of air on pressure and neutral gas
density.

Plasma can be classified according to the driving frequency of the applied electric potential
to discharge and sustain the plasma (Fig. 2.1). Up to a frequency of 1 MHz, plasma can be
classified as a low-frequency or DC discharges. In this range, electrons and ions follow the
oscillation of the electric field. AP sources such as dielectric barrier discharges, plasma jets,
corona discharges, and gliding arc discharges fall within this range of operations.
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2.1. Introduction to Atmospheric Pressure Plasma Systems

FIGURE 2.2: Schematic diagram of low frequency plasma discharge systems [10].

FIGURE 2.3: Schematic diagram of high frequency plasma discharge systems [11].

High frequency AP sources are those that function above the 1 MHz threshold. At f = 1
MHz-1 GHz, the plasma can be classified as an radio frequency (RF) discharge. At this fre-
quency only electrons area able to move in accordance with the applied electric field resulting
to ion motion being dominated by the localized field as a result of the highly mobile electron be-
havior. At f > 1 GHz, the discharge can be classified as a microwave discharge. In these types
of plasmas, the localized field effects typical for RF sources are greatly increased. In some cases
where f >> 1 GHz, electrons would also fail to move in accordance to the applied field re-
sulting to the plasma being opaque to the field such that the field cannot propagate through
the plasma but are rather attenuated rapidly. As the driving frequency of the plasma increases
so does its properties such as its temperature and density. Plasma sources such as inductively
coupled plasma and microwave plasma torches fall into these frequency ranges. [5, 12].

2.1.1 Radiofrequency AP Systems

Radiofrequency (RF) sources are plasma sources that are operated at an applied potential
frequency of f = 1-100 MHz. Typically RF sources operate at an applied frequency of 13.56 MHz
such that the skin depth (the depth at which the electromagnetic field penetrates the plasma)
is relatively shallow, allowing efficient energy transfer to the plasma [13]. Depending on the
excitation mode, RF sources could be categorized into two categories: capacitively coupled
plasma (CCP), and inductively coupled plasma (ICP) sources.
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Chapter 2. Fundamental Theory and Principles

FIGURE 2.4: (a) Picture of a typical capacitvely coupled plasma source. (b) Corre-
sponding schematic diagram of the CCP source coupled to a mass spectrometer.

[15].

FIGURE 2.5: Images of inductively coupled plasma produced in the varied torch
configurations.[16]

CCP devices utilize the electric field produced by the RF electrode with respect ground to
realize the electrical breakdown of the gas. The simplest case of a CCP source is when the a RF
electrode is positioned a few millimeters away from a ground electrode (Fig. 2.4). The electric
field produced in between the electrodes result in the formation of plasma. Due to the simplic-
ity of the electrode configuration, the plasma source may be easily scaled to industrial levels.
The CCP source is typically characterized by high energy particles where typically further in-
creasing the power goes into accelerating the charged species rather than the generation of new
charged species. [14].

In contrast, ICP devices utilize the magnetic field produced by the alternating RF potential
applied to an inductor to ionize the gas (Fig. 2.5). At low powers, the consecutive coils of the
inductor acts as a capacitive source where the oscillations of charge species follow the local
electric fields in between the coils. This phenomenon is referred to as the E mode. As the
power in the inductor is increased, the magnitude of the magnetic field increases resulting to
confinement of plasma in between the coils resulting to higher densities in these areas. This
phenomenon is referred to as the H mode. The transition from E to H mode is characteristic of
ICP sources. Since the magnetic field here is at the strongest at the center of the inductor, this
reduces the contact of the plasma with the electrodes or walls of the system which allows the
use of reactive gas species without deteriorating the system itself [5].
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While both are effective methods of plasma production they both are dependent on the
input power and density of the precursor gas. Typically however, ICP sources report higher
densities due to the magnetic field confinement while CCP sources produce higher energy
particles since due to increased electron acceleration by the applied electric field.

2.2 Atmospheric Pressure Plasma Diagnostics Methods

Like all states of matter, plasma has properties inherent to the state as well. At the atomic
level, plasma may be described in terms of the continuous ionization and recombination of ions
and neutrals while the bulk properties of the material describe the energies and densities of the
ionized discharge. In particular, the bulk characteristics of plasma include but are not limited
to the electron, and ion temperatures (Te, and Ti), and densities (ne, and ni), the plasma Debye
length (λD) and mean free path (ℓ), and the space potential of the plasma (Vp) . To quantify these
characteristic diagnostic methods such as optical emission spectroscopy, and probe analysis are
typically employed.

2.2.1 Optical Emission Spectroscopy

Optical emission spectroscopy or OES is an analysis method used to quantify the ionization
and recombination of atomic species present in plasma [17]. When energy is introduced to a
particle, electrons are able to move to a higher energy level. After some time, the electron loses
the energy and moves to a lower energy level. This loss of energy translates to the emission of
a photon with a quantized energy equal to the difference in the energy of the higher and lower
energy levels. The photons emitted by the plasma may be collected and detected using OES to
obtain a spectra showing the intensity and wavelengths of the emitted photons. The spectra
may then be used to identify the atoms and their corresponding excited states present in the
plasma.

ni+1ne

ni
=

(2πmekBT )
3/2

h2
2gi+1

gi
e−χ/kBT (2.3)

For gas that is in local thermal equilibrium (LTE), the density of particles in a given energy
state may be determined from the Saha ionization equation (Eq. 2.3). Given the density of ions
(ni), and the degeneracy of states in the i-th state (gi), the energy required to move up an energy
state, referred to as the ionization energy (χ), electron density (ne), and gas temperature (T ),
the number density of ions in the i+1 state (ni+1) may be determined. Typically for AP plasmas
however, the LTE condition is not achieved due various reasons such as temperature variations
and a non-Maxwellian electron energy distributions. This equation however may still be used
to approximate the energy of a gas composed of a predominantly single atomic species.

2.2.2 Probe Diagnostic Methods

To obtain the bulk characteristics of plasma such as the electron temperature and densi-
ties, the use of a Langmuir probe is typically employed [18]. The theory for Langmuir probes
has long been established and primarily assumes a non-collisional plasma- that is the Debye
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Chapter 2. Fundamental Theory and Principles

FIGURE 2.6: Schematic diagram of a single Langmuir probe [19] and the corre-
sponding current-voltage trace when coupled to an atmospheric pressure plas-

mas source [20].

FIGURE 2.7: Schematic diagram of a double probe system [21] and the corre-
sponding typical current-voltage characteristics [22].

length is smaller or comparable to the mean free path such that the electronic interactions be-
tween the probe dominate more than the collisional behavior. When a biased probe however is
introduced to collisional plasmas such as AP plasma, the result is a current-voltage trace with
no distinct electron saturation behavior. The trace similarly overestimates the electron tem-
perature assuming the typical theory for Langmuir probes. This is not to say that Langmuir
probes can not be applied to AP plasma. It is needed however in these cases to account for the
collisional effects of the plasma with the probe surface.

To overcome the over-estimation of electron temperatures in single Langmuir probes, Dou-
ble probe methods may be utilized. Double probes have the advantage of being able to mea-
sure bulk plasma parameters in collisional plasmas, and in plasmas that have a varying space
potential. The theory for double probes assumes a closed loop between two identical probe
electrodes and the plasma such that the current at the first probe is measured relative to the po-
tential of the second probe. The result is a symmetric trace about the origin where the electron
temperature, and ion densities may be calculated from [21]. This symmetric trace however is
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2.3. Ion Mobility Spectrometry

only possible when the measurement system is completely isolated from the plasma source.
A typical double probe trace is shown in Fig. 2.7. The current-voltage trace exhibits three

regions- the negative ion saturation region (Ii−), the transition region (dIp/dVp), and the pos-
itive ion saturation region (Ii+). Double probes typically realize these saturation regions at
much lower applied voltages when compared to the single probe counterparts. The electron
temperature and ion density can be calculated from these values using the following equations:

Te(eV ) = (IiS/6.16)/(dIp/dVp)Ip=0 (2.4)

ni(m
−3) ∼ (

IiSRp1
√
miπ

A1e3/2λi
) · g(τ)

2
√

κTe
e

(2.5)

Where, Rp1 is the probe radius, mi is the mass of the ion, Ai is the probe surface area, and λi

is the ion mean free path. The term (g(τ)/2
√
κTe/e) is a normalization factor determined from

the the electron and ion temperatures of the system. This value is determined from the ratio of
the negative and positive ion saturation regions.

2.3 Ion Mobility Spectrometry

Ion mobility spectrometry or IMS is a method used to analyze the ion species present in a
given swarm under ambient pressures. The process has found its applications ranging from
the detection of explosives and drugs, to air and food quality analysis, up to the analysis of
large biomolecules. The process is an electrophoretic method designed to separate ions in a
swarm based on their size and charges [23–27].

vd = KE = d/ta (2.6)

K =
3q

8N
(

π

2µkbTeff
)
1
2

1 + α

Ω(1,1)(Teff )
(2.7)

The basis of IMS lies in the analysis of a particle’s inherent mobilities, K [cm2/Vs]. As a
particle moves through an inert gas field with a constant electric field, E, they exhibit a drift
velocity, vd, proportional to the applied electric field and their inherent mobility (Eq. 2.6. The
mobility (Eq. 2.7) is a generalized term that considers a particle’s charge (q), reduced mass (µ),
and the density of the gas it moves in (N ), the correction factor (α), as well as the collision
integral (Ω(1,1)(Teff )) which depends on the effective temperature of the system in the center-
of-mass frame (Teff ). The drift velocity is similarly related to the ratio of drift length of the
spectrometer (d) to the time of arrival of the ions at the detector (ta). [1, 28].

A comparison of the typical IMS systems available in the market are presented in Fig. 2.8.
IMS technologies have expanded widely and have varied depending on the applied potentials
and geometric configurations of the spectrometer. IMS methods such as Travelling wave IMS
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Chapter 2. Fundamental Theory and Principles

FIGURE 2.8: Variation of available IMS techonologies with their describe applied
fields, gas dynamics, and main instrument manufacturers. Figures were obtained

from the publication of JN Dodds, and ES Baker [34]

(TWIMS), Trapped IMS (TIMS), and Field Asymmetric IMS (FAIMS) are some of the more re-
cent methods of performing IMS. The classical method of IMS is the use of a drift tube IMS
(DTIMS) [29–33].

A typical design of the DTIMS and the corresponding spectra can be seen in Fig. 2.9. This
IMS device consists of three major elements to achieve ion species analysis- the separation re-
gion, the drift region, and the detection region. Prior to entering the spectrometer, ions are first
produced from the analyte using a radioactive substance such as Americium. The produced
ions then travel into the separation region where variations in the applied potential between
two wire grids allow the passage of a singular charge type of ions to pass through. This region
consists of an ion gate to trigger the entrance of ions into the spectrometer. The typical gates
mechanism approach are the Bradbury-Nielsen gate (BNG), and the Tyndall gate (TG) meth-
ods [35, 36]. Both mechanisms allow the passage of a singular ion type to pass through the gate
depending on the produced electric field in between the two wire gates.

After the separation region, ions are accelerated through the drift region by a uniform elec-
tric field. Typically the electric in this region in the range of 5-10 kV/cm up to even 100 kV/cm
[37]. This high electric field requirement and controlled carrier gas flow makes the design and
operation of the DTIMS complicated. As the ions move through the drift region, accelerated
by the applied electric field, collisions with the background gas separate the ions into discrete
ion packets. The ions are then collected at the detector where a spectra showing the drift time
of ions may be obtained. This drift time is related to the drift velocity of the ions where the
mobilities may be calculated from.

The theory for ion mobility spectrometry may similarly be expanded towards the mea-
surement of negatively charged species such as electrons. Due to the highly mobile nature
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2.3. Ion Mobility Spectrometry

FIGURE 2.9: (a) Schematic diagram of a typical drift tube ion mobility spectrom-
eter (DTIMS) design. (b) Corresponding time spectrum of ions present in the

swarm. Figures were obtained from the publication of M. Wisnik, et. al.[38]

of electrons, the mobilities are measured in a positive electric field. Typically, mobilities are
measured against the reduced electric field E/N in Townsends [Td] where N is the density of
the background gas. For air at atmospheric conditions, this value approximately equal to the
Loschmidt Constant (N = 2.686 x 1025 m−3). Similarly, the electron mobility µ is expressed in
terms of the product of the mobility and N .
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Chapter 3

DEVELOPMENT OF AN ATMOSPHERIC PRESSURE

PLASMA SOURCE

This section of the study is dedicated to the development of an atmospheric pressure (AP)
plasma system for ambient ion mobility spectrometry. The chapter first introduces the back-
ground of atmospheric pressure plasma- what it is, how it’s made, and how to characterize it.
Two configurations of the plasma source driven by an RF power source considered in this study
are introduced- the inductively coupled plasma (ICP) source, and the capacitively coupled
plasma (CCP) source. Based on the analysis results from the OES and double probe analysis,
we determine the difference in the produced plasma characteristics between the two sources.

3.1 Inductively Coupled Plasma (ICP) System

The design of the inductively coupled plasma system is based on the research of Soriano
[39]. The 8 cm diameter, 6.2 cm long ICP device consists of a 13.56 MHz RF power source
connected in series to an inductor and a fabricated capacitor. The 24 mm long inductor consists
of a single copper wire of 1.5 mm diameter coiled 12 times around a 5.8 cm long, 7 mm outer
diameter, 5.6 mm inner diameter synthetic quartz glass tube where the precursor gas flows. At
3 MHz, the inductor has an inductance of 1.35 µF. The device is mounted onto an acrylic sheet
connected to a series of steel L-bars to fix the system in place.

Two configurations of the ICP source were developed depending on the capacitor construction-
a double plate type capacitor, and a cylindrical type capacitor (Fig. 3.1). The double plate ca-
pacitor construction consists of a metal electrode insulated with a pair of 1 mm thick alumina
disks from the ground terminals. Both the base plate of the Faraday shield and the metal elec-
trode fixed to the base plate serve as the ground terminals of the end capacitor. The cylindrical
type capacitor consists of a 20 mm long cylindrical electrode insulated by 2.5 mm thick alumina
disks from the grounded terminal located at the center of the electrode. At 3 MHz, the double
plate capacitor, and the cylindrical type capacitor exhibits a capacitance of 96 pF, and 270 pF
respectively. To more effectively realize the breakdown of plasma in the system, the double
plate capacitor ICP system utilizes an ignition wire at the center of the quartz glass tube.

Operation of the device starts by igniting the plasma at a forward power of 70 W and a
typical reflected power of around 6 W by rapidly inserting a grounded needle tungsten wire
into the glass tube. Once ignited, the plasma could be sustained down to a minimum input
power of 35 W, and Ar gas flow rate of 0.5 L/min. Typical operating parameters are input
powers of 40-70 W, and Ar gas flow rates of 2-5 L/min. Typical power reflection from the ICP
sources in both configurations ranges from 5 to 8 % at an input powers of 40-70 W.
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Chapter 3. Development of an Atmospheric Pressure Plasma Source

FIGURE 3.1: Schematic diagram of the ICP source with the (Up) double-plate
capacitor, and (Down) cylindrical type capacitor.

FIGURE 3.2: Images of the plasma plume from the ICP device with the (Left)
double-plate capacitor, (Center) cylindrical capacitor, (Right) cylindrical capaci-
tor and front-bias plate termination. The last image is the current configuration

of the ICP device.
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3.1. Inductively Coupled Plasma (ICP) System

FIGURE 3.3: (Left) Schematic diagram of the matching network of the RF power
source connected to the inductively coupled plasma. (Right) Actual image of the

matching network [41].

3.1.1 Impedance Matching Network

An important concept when dealing with inductive components in RF powered devices is
the impedance matching of the source with that of the plasma device. When dealing with al-
ternating currents, a mismatch of impedances is often present between the source and the load
caused by parasitic capacitances and inductances, transmission line effects, and distributed ef-
fects of the components [40]. This mismatch of impedances results to power losses in the form
of reflected power to the source resulting to signal loss and reduced efficiency of the system.
To mitigate this, an impedance matching network is typically employed.

Impedance matching networks are an intermediate network of capacitors and inductors
placed in between the source and the load to compensate for the mismatch of impedances. The
impedance matching network used for the plasma source discussed in this study is presented in
Fig. 3.3. The system consists of an inductor and two variable capacitors, C1, and CL connected
in parallel relative to each other. By tuning the capacitances of C1, and CL, reflected power can
be minimized resulting to high current flow and high power absorption to the load.

The initial design of the ICP source using the double plate capacitor design, exhibited the
lack of a plasma plume formation at the orifice which is indicative of the lack of ionized species
in the area [17]. Modifications to the matching network of the RF power source (Fig. 3.4) and
the ICP construction resulted to some insights on the design of the ICP source. Experiments
with the variations in the matching network versions show that with the the removal of the
matching network inductor (Version 2), and with the removal of the ICP capacitor (Version
3), plasma ignition was not achieved. Increasing the capacitance of the fabricated capacitor
(Version 4) however led to the formation of some faint plume. This was indeed the case when
the capacitor design was changed to the cylindrical type capacitor where the capacitance of the
source is more than double than the previous ICP configuration.

Further improving on the ICP design, the position of the inductor was placed to be closer
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FIGURE 3.4: Matching network configurations tested to improve the ICP source
configuration.

to the front-end plate of the device. This design resulted to a much visible plume formation at
the orifice and is the current design of the ICP source.

3.2 Capacitively Coupled Plasma (CCP) System

The design of the capacitively coupled plasma source is based upon an earlier work by
Lacdan [42]. The 5 cm diameter, 6.2 cm long CCP device consists of an Al RF electrode coupled
to the RF power source. The top end of the RF electrode is positioned 1 mm from the inside
edge of the grounded Faraday shield to realize the breakdown of the gas inside the quartz glass
tube. The dimensions of the tube is similar to that of the ICP source. The device is fixed in a
similar manner to the ICP source.

Operation of the device starts by igniting the plasma at a forward power of 45 W and a
typical reflected power of around 3 W using a similar procedure with the tungsten wire and
the ICP source. The plasma could be sustained down to a minimum input power of 20 W, and
Ar gas flow rate of 0.5 L/min. Typical operating parameters are input powers of 30-55 W, and
Ar gas flow rates of 2-5 L/min. Typical power reflection from the CCP source ranges from 6 to
9 % at an input powers of 30-55 W.

When compared to the ICP source, the CCP source does need additional components such
as inductors or capacitors to realize plasma production allowing for the compact design of the
system. This is likely since the built-in RF matching network is similar to the typical CCP
matching network described by Godyak [43]. However, this results to the CCP source exhibit-
ing thermal heating over prolonged usage especially at high input powers which may possibly
result to thermal degradation of the system (Fig.3.6).
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FIGURE 3.5: Schematic diagram of the CCP source.

FIGURE 3.6: Surface temperature behavior over a period of 10 min at varying
input powers of the CCP RF AP source.

3.3 Comparison of RF Atmospheric Pressure Plasma Sources

3.3.1 OES Analysis

Optical emission spectroscopy is performed by positioning the spectrometer along a line
of sight of the plasma source. Optical methods such as beam focusing are also employed to
ensure that the majority of the photons emitted by the source is collected at the detector.

Figure 3.7 shows the experimental configuration of the ICP source coupled to the spectrom-
eter. A fiber optic cable attached to the spectrometer is positioned parallel to the direction of
the plasma plume. In between the plasma source and the spectrometer, a plano-convex lens
with a focal length of 15 cm is placed to focus the light from the source towards the fiber optic
cable. The spectrometer, OceanOptics USB 4000 with a resolution of 0.19 nm, and an integra-
tion time of 40 ms, was utilized for measurement of the emission characteristics of the plasma.
To ensure that the components are fixed along the same line of sight, the entire system is fixed
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FIGURE 3.7: Schematic diagram of the ICP source coupled to the optical emission
spectrometer.

FIGURE 3.8: Optical emission spectra produced by the ICP and CCP sources with
an input power of 40 W and an Argon gas flow rate of 2 L/min.

on an optical rail.
The typical spectra for the produced plasma used in this study are shown in Fig. 3.8. The

spectra is measured from 345 to 1000 nm. The prominent peaks in the spectra are those at-
tributed to the presence of Ar I while a single peak of O I is found at 777.2 nm [44].

Plasma was discharged from both sources at an input flow rate of 2 L/min and at varying
input powers. Observed in the typical normalized traces of Argon plasma in Fig. 3.8 are peaks
intensities that are greater in the ICP configuration when compared to the CCP source and
vice-versa. When the plasma is operated at an input power of 35- 50 W, the ICP source exhibits
higher intensities for the Ar I peaks: 696.5, 763.5, 772.3/772.4, and 912.3 nm, while the CCP
source shows higher intensities for the Ar I peaks: 750.4/751.5, 800.6/800.5, 810.4/811.5, and
840.8/842.5 nm.

The peaks shown here share a common lower-energy level for each respective source with
the ICP peaks sharing a lower-energy level of 11.55 eV for the 696.5, 763.5, 772.3, and 912.3
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λ [nm] Lower Energy [eV] Upper Energy [eV]
696.5 11.55 13.33
763.5 11.55 13.17
772.3 11.55 13.15
772.4 11.72 13.32
912.3 11.55 12.91

TABLE 3.1: Lower and upper energy levels of more intense peaks from the optical
emission spectra of the ICP produced plasma.

λ [nm] Lower Energy [eV] Upper Energy [eV]
750.4 11.83 13.48
751.5 11.62 13.27
800.6 11.62 13.17
801.5 11.55 13.09
810.4 11.62 13.15
811.5 11.55 13.08
840.8 11.83 13.30
842.5 11.62 13.09

TABLE 3.2: Lower and upper energy levels of more intense peaks from the optical
emission spectra of the CCP produced plasma.

nm peaks, and the CCP source sharing lower energy levels of 11.55 eV for the 800.5, 811.5 nm
peaks, 11.62 eV for the 751.5, 800.6, 810.4, 842.5 nm peaks, and 11.83 eV for the 750.4, 840.8
nm peaks. The presence of varying intensities in both sources may indicate a difference in the
ionization mechanism of the two sources

Optical emission spectroscopy can also determine the relative degree of ionization of the
species found in the plasma by observing the intensity ratios of varied peaks. The peak ratios
of Ar I peaks: 800.6/801.5 nm (13.17/13.09 eV upper-level energy) and 738.4 nm (13.3 eV upper-
level energy) nm indicate the ionization efficiency of Argon while the peak ratios of O I at 777.2
nm (10.74 eV upper-level energy) against Ar I at 738.4 nm show the ionization efficiency of
Oxygen in the plasma.

Observing the intensity ratios (Fig. 3.9) of the 800.6 nm: 738.4 nm Argon peaks show that
both systems observe a relative decreasing trend in the ratio with increasing powers which
indicate a higher temperature plasma. On average here, the CCP source exhibits slightly higher
rates of ionization of Argon. In the second plot, the ratio of O I at 777.2 nm against Ar I at
738.4 nm show a larger intensity of oxygen for the ICP source when compared to the CCP
configuration at all input powers. This indicates the effectiveness of the ICP source when it
comes to the ionization of oxygen species.

3.3.2 Double Probe Analysis

The circuit used for double probe measurements in this experiment is presented in Fig.
4.8. The double probe consists of two symmetrical tungsten electrodes with a diameter of 0.5
mm, and an exposed length of 3 mm. The probes are positioned 1 mm away from each other.
The probe circuit is contained in an aluminum box and was mounted onto a movable holder
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FIGURE 3.9: Intensity ratios of (Up) 800.6 nm: 738.4 nm Argon peaks, and (Down)
777.2 nm O I peak: 738.4 nm Argon peak. Data was normalized to the intensity

of the 706.7 nm Ar I peak prior to calculation of intensity ratios.

attached to an optical rail for spatially resolved measurements. For both RF AP sources, the
measurement origin was set to be at the front end of the Faraday shield. A voltage sweep of
-7.5 V to 7.5 V was applied to one probe while the current was measured with reference to
the second probe. The applied voltage and current measurements were done using a Keysight
B2901 Source Measurement Unit which was terminated to the internal floating potential of the
device. While typically a double probe show both saturation regions, it is not unusual to see
that only one, or none of the saturation regions are present in the probe at low applied poten-
tials due to increased plasma density in some regions of the plasma. As such for comparison
purposes, the normalization constant is set to 1 in this study.

From the experimental results an asymmetric current-voltage profile was observed evident
from a shift of the zero current potential from 0 V (Fig. 3.11). The observed asymmetry of
the probe currents is often caused by variations in the effective probe area in contact with the
plasma [20]. By changing the geometry of the double probe system, the probe may be shifted
off the center origin. These shifts indicate an unequal immersion of the probe with the plasma
source. Thus it is typical to assume that the value of (dIp/dVp)Ip=0 is not the current derivative
measured at Ip = 0, but is rather defined as the point at which the current derivative is max-
imized. Additionally, we define the zero current crossing potential as the floating potential,
Vf , such that shifts from 0 V in this value indicate changes on the plasma homogeneity on the
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FIGURE 3.10: Schematic diagram of the double probe system coupled to the CCP
source.

FIGURE 3.11: Exhibited asymmetry of the double probe system at varying probe
geometries.

probe surfaces.
Plasma parameters of the RF AP sources are shown in Fig. 3.12, 3.13, 3.14. Typical operating

conditions of the plasma sources are at an input power of 40 W, Ar gas flow rate of 5 L/min,
and measured at 5 mm away from the ground base plate of the respective plasma system.

Increasing input powers show an increase in the observed temperature, density, and space
potential of both sources. with the ICP source reporting a higher rate of change in parameters.
The CCP source reports a higher ion density with varying input powers with the density be-
ing 1.8 times than that of the ICP source at 40 W, and 1.5 times at 50 W. In contrast, the ICP
source reports an overall higher floating potential than the CCP source. Temperature increases
significantly for the ICP source starting at 40 W reaching up to 1.2 eV at 50 W input power.
This is typical in ICP sources where a change in the confinement mode of the plasma occurs at
increasing input powers [45].

Variation in flow rates result to limited changes in the electron temperature and floating
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FIGURE 3.12: (Red) Electron temperature, (Blue) ion density, and (Green) floating
potentials of the CCP and ICP sources at varying input powers

potential of the plasma with a reported average Te and Vp values of 0.56 eV and 2.6 V for
the ICP source, and 0.66 eV and 0.94 V for the CCP source. Ion density similarly increases
with flow rates in both cases with the CCP source reporting what seems to be an exponential
increase. Plasma homogeneity does not change for both sources when the gas flow rate is
increased from 3-5 L/min.

As the probe moves away from the plasma source, an exponential decrease is observed in
the ion densities in the plasma. A similar decreasing trend is observed for Te and Vf . Nor-
malizing the densities of the plasma at x = 5 mm, and applying an exponential fit to the trace
allows us to identify the distance at which the density of ions are reduced by half relative to this
position. This distance can be referred to as the survival distance of ions which is an important
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FIGURE 3.13: (Red) Electron temperature, (Blue) ion density, and (Green) floating
potentials of the CCP and ICP sources at varying input gas flow rates

parameter to consider when designing the configuration of the spectrometer device. It is ob-
served that this distance is at x = 7 mm for the CCP source, and x = 7.5 mm for the ICP source.
While a longer survival distance is preferred for mobility spectrometry such that ion collection
is maximized at the detector, the density of the CCP source is still greater by about 1.6 times
when compared to the ICP source. At positions greater than x = 8 mm, the temperature and
floating potential for both cases converge indicating a more dilute plasma at these regions.

Variations in the homogeneity described by the shifts in the floating potentials of the double
probe trace may be attributed to the changes in the observed ion motions in the two sources.
Due to the magnetic field present in the ICP source, ions and electrons gyrate around the direc-
tion of the induced magnetic field, while in the CCP source the ions and electrons follow the
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FIGURE 3.14: (Red) Electron temperature, (Blue) ion density, and (Green) floating
potentials of the CCP and ICP sources at varying probe positions

direction of the applied electric field. For the ICP source the motion of charged species is in
the plane perpendicular to the probe surface, while for the CCP source, the motion is along the
direction of the plume, parallel to the probe surface.

3.4 Summary

Two configurations of RF AP sources, a capacitively coupled plasma (CCP) source, and an
inductively coupled plasma (ICP) source, were developed and characterized for further ap-
plications towards ambient ion mobility spectrometry. Optical emission results show that a
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distinct spectra is observed for both systems indicating a difference in the ionization mech-
anism in both sources. the ICP source prefers the ionization of lower energy level electrons
particularly those at 11.55 eV as compared to a broader spread for the case of the CCP source
at a lower energy level of 11.55, 11.62, and 11.83 eV. Analysis of the peak ratio of 777.2 nm O I
peak: 738.4 nm Argon peak shows that the ICP configuration reports better ionization levels of
oxygen species across varying input powers

Double probe measurements in the effluent or plume region of the plasma sources shows
that in all cases, the CCP source exhibits a higher density than the ICP source by 70 %. In-
creasing power results to increasing electron temperature, ion density, and floating potential in
both cases with the CCP exhibiting a higher temperature at P < 40 W, while the ICP exhibiting
a higher temperature at P > 45 W. Changes in flow rates result to minimal changes in tem-
perature, while a similar electron temperature and floating potential is observed at positions
greater than 8 mm away from the ground plate of the plasma sources. Due to variations in
the motion of ions and electrons in both sources, a more homogenous plasma is observed for
the CCP source as opposed to the ICP source. The application of both systems for ion mo-
bility spectrometry will be discussed in the next chapter within the context of the designed
spectrometer.
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Chapter 4

DEVELOPMENT OF THE AMBIENT MOBILITY

SPECTROMETER

This section describes the design, and operation modes of the ambient mobility spectrom-
eter. The spectrometer is a compact device able to obtain a unique current signal at low elec-
tric field intensities where charge species mobilities may be calculated from. The first part
of this chapter presents a background on ion mobility spectrometry and the typical methods
it employs to obtain swarm parameters of charged species. Next we describe the design of
the ambient mobility spectrometer and how the mesh addition results to an observed current
asymmetry in the detector behavior. Finally, we try to explain the observed phenomena by
analyzing the near mesh plasma parameters at varying mesh biases and sizes. Parts of these
sections were discussed in a prior publication of the author [46].

4.1 Development of the Ambient Mobility Spectrometer

Figure 4.2 illustrates the compact design of the ambient mobility spectrometer. The RF AP
sources described in the previous chapter serves as the ion/electron sources for the spectrom-
eter. The aperture of the device is placed directly in front of the plasma source such that the
Faraday shields of both devices are in contact. The 44 mm diameter, 53 mm long ambient
mobility spectrometer consists of three main components- the bipolar gated shutter, the drift
region, and the detector.

The bipolar gated shutter consists of an Al electrode positioned 6 mm away from the spec-
trometer aperture. A potential is applied to the shutter via a BNC terminal. A sheet of Ni wire
mesh with mesh sizes of 30, 100, and 200 corresponding to wire diameters of 0.15, 0.1, and 0.05
mm and aperture sizes of 600, 150, and 75 µm is placed at the plasma facing side of the shutter.
The presence of this mesh allows the detection of a phase-locked signal at the detector during
the time a square wave voltage is applied to the shutter. A more detailed description of the
area around the shutter region is described in Fig. 4.3.

The 10 mm diameter, 30 mm long drift region 10 Cu electrodes spaced 2 mm apart. The
primary electrode is positioned 2 mm from the rear side of the shutter electrode is connected to
a separate BNC terminal . The electrodes are separated by a 1MΩ resistor such that a voltage
drop of 10 % is observed for each succeeding electrode. This produces a constant electric field
at the center of the spectrometer with a magnitude E = VBias/ 3 cm, where VBias is the applied
potential to the first bias electrode. The detector consists of a 10 mm diameter copper electrode
positioned at the end of the drift tube region. The detector is connected to an isolation amplifier
to amplify the detected signal before being observed using an oscilloscope.

Typical operation of the device utilizes a function generator (EZ Digital Co. Ltd. DGF-
6003) coupled to an amplifier (Turtle Industries Co. Ltd T-HVA01) to drive the voltage of the

27



Chapter 4. Development of the Ambient Mobility Spectrometer

FIGURE 4.1: (Left) Image of the actual mobility spectrometer, and (Right) the
spectrometer device without the outer ground chassis.

FIGURE 4.2: Schematic diagram of the RF AP CCP source coupled to the ambient
mobiity spectrometer

shutter electrode with respect to the Faraday shield of the RF plasma source biased at ground
potential. The shutter is driven by a square waveform with alternating polarity of ± 100 V
at a frequency of 10 Hz. The primary bias plate is connected to a DC voltage source (TEXIO
PSW-360H800) to apply a bias up to a magnitude of 100 V. Lastly the detector is connected to an
isolation amplifier (NF Electronic Instruments 5325) with a low pass filter of 1 kHz and a gain
of 10. The signal from the amplifier is detected at the oscilloscope (IWATSU DS-5554 Digital
Oscilloscope) where the trace is recorded at an average of 32 samples at a sampling rate of 5
MS/s. The measurements taken with the IMS are at a pressure of 1 atm and an average room
temperature of 300 K.

When applied to the mobility spectrometer in a positive electric field at the typical operating
parameters of the RF AP plasma sources- an input power of 40 W, and a gas flow rate of 5
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FIGURE 4.3: Schematic diagram of the shutter region of the spectrometer. The
following regions correspond to a series of potential variations to realize charge
transport to the detector: (A) d = 5 mm, Vi = 0 V, Vf = 100 V, (B) d = 2 mm, Vi =
100V, Vf = VBias, (C) d = 3 mm, Vi = VBias, Vf = 0.9 (VBias), where d is the length

of the region, Vi is the initial potential, and Vf is the final potential.

L/min, the signal from the CCP source exhibits a distinct asymmetric profile while the ICP
does not. This may be due to the confinement of charged species in the inductor resulting to
a reduced density of ions in the effluent region. At input powers of 45-50 W, the ICP source
exhibits arcing with the mesh making the ICP source incompatible with the IMS source for
mobility spectrometry.

4.1.1 Mesh-Gated Shutter Signal

The initial iteration of the spectrometer configuration includes the use of a Cu 100 mesh
size applied to the shutter (Fig. 4.5). Using this configuration, the detector current was taken
at varying frequencies and shutter voltages in a zero electric field drift region to quantify the
effects of the mesh addition. The plasma source used for this experiment is the CCP device
operating at an input gas flow rate of 3 L/min at an input power of 40 W.

The observed signal at varying shutter frequencies are reported in Fig.4.6. The shutter was
driven with a square wave voltage with VShutter = [-50, 50] V at f = 1-100 Hz. We define two
distinct regions of the signal- the negative and positive phases. The negative phase is the time
region of the signal where the shutter is at a lower negative potential, while the positive phase
is the time wherein the shutter is biased at a higher positive potential.

Normalizing the graphs to their respective periods, it can be observed that at all input fre-
quencies, there exists an asymmetric behavior between the currents observed in the negative
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FIGURE 4.4: Detector currents observed when the (Top) CCP source, and the
(Bottom) ICP source are coupled to the spectrometer. Operating parameters of

both sources are at a gas flow rate of 5 L/min, and an input power of 40 W.

FIGURE 4.5: Images of the IMS shutter (Left) when no mesh is present (0 mesh),
(Center) when a Cu 100 mesh is secured, and (Right) when a Ni 30 mesh is se-

cured. The mesh is attached to shutter using conducting adhesive tape.
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FIGURE 4.6: Effect of varying shutter frequencies on the observed detector cur-
rent in a zero field drift region.

and positive phases. The negative phase currents become more positive with increasing fre-
quencies, while the positive phase currents typically become more negative past 10 Hz. This
results to a decrease in the asymmetry in the two phases as frequency is increased. The transi-
tion time, or the time it takes for the signal to saturate relative to the onset of the positive phase,
is maximized for the case of 10 Hz frequency.

The signal when the applied shutter voltage in the negative, and positive phases respec-
tively are varied are shown in Fig.4.7. To isolate the effects of the shutter potential, a constant
lower or upper potential corresponding to the negative and positive phases were realized while
varying the opposite phase potential.The applied voltage is driven at a frequency of 10 Hz.

During the time the upper potential is held constant at 100 V in the positive phase, a more
negative lower shutter potential results to a more negative current observed during the nega-
tive phase of the signal. The currents in the positive phase similarly shifts downwards as well.
The transition time in the negative phase increases with a more negative lower shutter potential
negative phase, while the transition time in the positive phase seems to remain constant.

In contrast, during the time the lower potential in the negative phase is held constant at
-100 V, a more positive shutter potential results to an increase in positive phase currents. In the
negative phase, the current also increases with a more positive shutter potential.

A previous study with the CCP source applied to a Gerdien Condenser for analysis of ion
mobilities reported a change in the observed signal depending on the detector material type
[47]. They reported that the nickel electrode realizes higher ion density collection. Thus the
change of mesh type material was realized. Experiments on the comparison of material types
show however that the change from using a Cu mesh to that of Ni mesh resulted to a about 10
% change in the observed signal.

4.2 Near Mesh Plasma Behavior

Experimentally, the presence of a mesh-gated shutter results in an asymmetric behavior in
the observed detector signal of the system. To better understand the phenomena, the local
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FIGURE 4.7: Effect of varying (Top) lower, and (Bottom) upper shutter potentials
on the observed detector current in a zero field drift region.

plasma parameters during the time a biased mesh is in contact with the plasma source must be
obtained. Due to the compact nature of the spectrometer it is difficult to directly analyze the
near-mesh plasma parameters of the system. As such a simulated experiment is performed by
placing a biased mesh in front of the plasma source such that spatially resolved probe measure-
ments can be conducted by positioning the probe perpendicular to the direction of the plasma
plume.

The experimental configuration is presented in Fig. 4.8. The plasma source used for this
experiment is the ICP device operating at an input gas flow rate of 5 L/min, and an input
power of 40 W. A biased aluminum electrode with an aperture of 16 mm diameter is placed
7 mm from the ground plate of the plasma source. The aluminum electrode is fixed using a
series of bolts connected to an L-bar placed above the plasma source. A 30 mesh size Ni mesh
is placed on the plasma-facing side of an aluminum sheet.

Two probe circuits are used to measure the plasma characteristics near a mesh surface.
Double probe experiments were used to measure the electron temperature and ion density of
the plasma, while a single floating probe was used to measure the plasma potential. Spatially
resolved probe measurements are performed by moving the probe along the direction of the
plasma plume. Due to the geometrical constraints of the system it is difficult to move the probe
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FIGURE 4.8: Schematic diagram of the double probe configuration for measure-
ment of near-mesh plasma parameters.

FIGURE 4.9: Schematic diagram of the floating probe configuration for measure-
ment of near-mesh plasma parameters.

along the entire axis of the plume. As such, measurements were taken at x = 6 mm and 12-
17 mm relative to the ground plate of the plasma source. With the values obtained at x = 6
mm representative of the parameters observed between the source and the mesh surface, and
the values obtained past x = 12 mm representative of the parameters observed past the mesh
surface. While it is typical that symmetric traces are the result of double probe measurements,
it is difficult to ascertain certain parameters when this is not the case. As such when a peak
maximum in the first derivative is not present, the electron temperature can not be calculate.

Changing the applied bias from -100 V to 100 V, the results of the double probe measure-
ments taken past the mesh at x = 12 mm are presented in Fig. 4.10. An increase in the electron
temperature of the plasma is seen with increasing mesh biases in both cases with the 30 mesh
case reporting a lower temperature up to an applied bias of 30 V where the temperature rapidly
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FIGURE 4.10: Observed (Red) electron temperature, and (Blue) ion densities at
varying applied mesh biases. The mesh size considered here are the 0, and 30

mesh sizes.

increases surpassing that of the 0 mesh case at higher applied biases. Looking at the ion den-
sities in this case, a decreasing trend for the density of ions with increasing applied bias is
observed for the 0 mesh case while the density is minimized near at an applied bias of 0 V for
the 30 mesh case. At an applied mesh bias of -90 V to 80 V the 0 mesh case reports a higher
density compared to the 30 mesh case.

Applying a sweeping potential from -100 V to 100 V to the aluminum electrode, the floating
probe measurements of the plasma potential at a similar probe position is presented in Fig.
4.11. An increasing mesh bias results to an increase in the space potential for the 0 and 30
mesh cases. At negative applied biases, attraction of ions at the mesh surface results to a more
negative space charge past the mesh while at a positive applied bias, the attraction of electrons
at the mesh results to a more positive space charge. This phenomena can be observed more
clearly in the 30 mesh case when compared to the case without a mesh.

The results of the spatially resolved probe experiments considering the case when the mesh
is biased at 100 V, -100 V, and 0 V are presented in Fig. 4.14, 4.12, 4.13. In these cases, a DC
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FIGURE 4.11: Observed plasma potential at varying applied mesh biases for the
0, and 30 mesh sizes

FIGURE 4.12: Effect of varying mesh sizes, and applied mesh biases on the spatial
distribution of the electron temperature near the vicinity of the mesh

power supply was used to apply a constant voltage to the aluminum electrode. The black line
in all cases indicate the values obtained from the measurements when the aluminum electrode
is removed.

Observing the electron temperature of the plasma in the area prior to the mesh, a similar
range of temperatures may be observed regardless of the mesh aperture or applied bias. Past
the mesh, the temperature decreases when the mesh is present at an applied bias of 0 V. This
indicates the physical effects of mesh transparency. Decreasing the applied bias to -100 V results
to a decrease in the energy for the 0 mesh case, and a slight decrease for the 30 mesh case. The
decrease in energy may be due to the repulsion and retardation of electrons as they approach
the mesh. When the bias is increased to 100 V, the energy increases due to the acceleration of
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FIGURE 4.13: Effect of varying mesh sizes, and applied mesh biases on the spatial
distribution of the ion density near the vicinity of the mesh

electrons past the mesh aperture, for the 30 mesh case however no distinct transition region
was observed.

Analyzing the density of ions with reference to the applied mesh biases shows a possible
exponential decrease in the ion density as the probe is moved further away from the source.
In the area prior to the mesh, the ion density is similar in all cases as well. Past the mesh,
physical effects of mesh transparency during the time the mesh was biased at ground potential
was observed when comparing the densities of the 0 mesh and 30 mesh cases. At a bias of
-100 V, Similar densities are observed for both the 30 and 0 mesh. Both mesh cases exhibit
an increase in ion density when compared to the case when the mesh was biased at ground
potential, indicating an increased ion density due to ion acceleration past the mesh. At a bias
of 100 V, a higher density past the mesh was observed for the 30 mesh case which decreases
as you move further away. The decrease in density may be attributed to ion retardation or
repulsion due to the highly positive applied bias.

From the single probe experiments, localized space potential measurements were obtained
at varying applied mesh bias. In the area before the mesh, the space potential fluctuates relative
to the applied mesh potential with the 0 mesh case being more susceptible to such fluctuations.
Past the mesh, a more uniform space potential distribution is observed at varying probe posi-
tions. At a bias of 100 V, a positive space charge is observed due to the attraction of electrons
to the mesh, while at a bias of -100 V a negative space charge is observed, ions are attracted to
the mesh leading to a more negative space charge. The magnitude for the 30 mesh case, here
is larger than that of the 0 mesh case which may indicate a better ion collection mechanism for
the 30 mesh case.

Overall, the presence of a mesh itself reduces the density, temperature, and space potential
of the plasma. For the 30 mesh case, during the time the shutter is biased negatively an influx
of slow moving charged species (0.04 eV) enters the spectrometer. During the time the spec-
trometer switches to a positive field the presence of energetic ions (≥ 1 eV) are present near the
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FIGURE 4.14: Effect of varying mesh sizes, and applied mesh biases on the spatial
distribution of the plasma potential near the vicinity of the mesh.

mesh at a density half than what is observed during the time the mesh is biased negatively.
As such the shutter allows the passage of more ions when a negative potential is present.

In contrast, the shutter acts as a high pass filter when a positive potential is applied allowing
only highly energetic particles to pass through the area. Additionally, the presence of a mesh
acts as a diffusive filter limiting the amount of particles passing through the mesh.

4.3 Summary

A compact design of an ambient drift tube mobility spectrometer is developed for ion mo-
bility analysis. The design includes a bipolar mesh-gated shutter, a drift region, and an elec-
tronic detector to obtain a distinct current signal at electric fields of up to 33.3 V/cm. Com-
paring the ion sources intended for mobility spectrometry, only the CCP source was able to
realize an asymmetric signal from which mobilities may be calculated from. The results show
that the presence of a mesh at the plasma facing side of the spectrometer results to an observed
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phase-locked signal at the detector. A time varying voltage at the shutter is enough to produce
this type of signal at the detector even in a zero electric field drift region.

Analysis of the near mesh plasma parameters show that the area between the mesh and the
plasma source show limited change to the electron temperature and ion density when the a
bias is applied to the mesh. A uniform electron temperature, and a decreasing ion density that
varies with the applied mesh bias is observed past the mesh. In contrast, the space potential in
the area between the mesh and the plasma source greatly increases or decreases in accordance
with the applied bias. Past the mesh, a more uniform behavior across all applied voltages is
observed.

The mesh thus acts as a high-pass filter allowing only highly energetic particles to pass
when biased positively. If biased negatively, the mesh allows more ions to enter at resulting to
a lower observed electron energy. It is likely that the highly energetic particles are what causes
the DC offset current observed during the positive and negative phases of the spectrometer
signal.

38



Chapter 5

POSITIVE FIELD MOBILITY SPECTROMETRY

This section aims to address the process of obtaining ion mobilities from the spectrometer
signal. We begin by introducing the typical trace observed during the positive field transport,
highlighting the prominent features of the graph, their underlying causes, and their signifi-
cance. Next, we delve into the impact of altering specific parameters within the device, such
as the applied electric field and the mesh aperture used for the shutter, on the behavior of the
trace. Finally, we focus on the positive phase behavior of the signal, where the ion arrival time
could be extrapolated from the signal itself. This allows us to determine the mobilities of ions,
providing valuable insights into their characteristics and behavior. The data presented in this
chapter correspond to the work done by the author described in a previous publication [46].

5.1 Positive Field Signal

The shutter region inside the spectrometer is the area that simultaneously allows and limits
the transport of charged species into the spectrometer. When biased negatively, it accumulates
positive species which are then expelled from the area when during the subsequent positive
phase. If a positive electric field due to a positive applied VBias is present, then the spectrom-
eter configuration in this case results to a signal where the mobility of positive ions may be
calculated from.

In this scenario, a distinct current can be observed during the time a positive field is present
inside the spectrometer. The typical current behavior, and the corresponding first and second
derivatives are presented in Fig. 6.1. We define the positive and negative phases as the time
when shutter is at a positive, and negative potentials respectively. Further classifying the ob-
served regions of the signal, we define four regions- R1, R2, R3, R4. The regions R1, and R3
correspond to the transition regions, while R2, and R4 correspond to the steady-state current
regions. The transition regions are characterized by a time varying signal, while the steady-
state regions correspond to the area with an observed constant current. Typical time domains
for these regions are R1 (0-20 ms), R2 (20-40 ms), R3 (50-80 ms), and R4 (80-95 ms).

The average value of the steady state currents are referred to as ISS− and ISS+ located in
R2, and R4 respectively. The subscripts for this case refer to the negative or positive phases
where the currents are located. In R1, we define the arrival time ta− as the time at which the
first derivative of the trace is minimized, and the time constant τD− as the point at which the
first and second derivative reach zero. Similarly, in R4, the arrival time ta+ is the point at which
the first derivative is maximized, and the time constant τD+ is the point at which the first and
second derivatives reach zero. All arrival times and time constants are measured relative to the
onset of the changing shutter potential which occurs at t = 0 ms for the negative phase, and t =
50 ms for the positive phase.
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FIGURE 5.1: Charge transport in a 30 mesh shutter with VBias = 10 V. At t = 50 ms,
as denoted by the dashed black line, the shutter potential (VShutter) transitions
from -100 V to 100 V. Prior to analyzing the first and second derivatives of the

signal, the spectrometer undergoes a smoothing process.

5.2 Mesh Dependent Current Behavior

The addition of a mesh in the spectrometer results to an asymmetric behavior in the ob-
served current. The study investigates the effect of varying mesh size on the positive field
detector current by analyzing the changes in the behaviors of ISS , ta, and τD. The experimental
setup utilizes mesh sizes of 0, 30, 100, and 200 mesh sizes which correspond to an aperture size
of 104, 600, 150, and 75 µm respectively. The ions used in this study are generated utilizing the
CCP source with an input power of 40 W, and a gas flow rate of 5 L/min.

The detector current measured for all mesh sizes are shown in Fig. 6.2. The dashed line
at t= 50 ms corresponds to the time at which the potential switches. The applied bias from
1 - 100 V corresponds to an electric field of 0.33 - 33.33 V/cm in the drift region. Data was
taken at a sampling rate of 5 MS/s with an oscilloscope average of 32. For the case of the 0
mesh condition, the detector current solely increases with VBias with no observable difference
between the positive and negative phase ISS . The addition of a mesh, observed in the cases
for the 30, 100, and 200 mesh conditions, shows a distinct change in ISS relative to the shutter
potential up to VBias = 10 V. The presence of two steady state behaviors for the case of the 30
mesh condition was observed up to VBias = 5 V.

5.2.1 Steady State Current

The observed changes in ISS during the positive and negative phases across the mesh sizes
are shown in Fig. 5.3. The values presented are measured against the steady-state current at
VBias = 0 V. Increasing mesh transparency resulted to the increased observed current at the
detector. This observed increase however, does not show a linear correlation with VBias in both
the negative and positive phases. This suggests that the ion flux reaching the detector is not
due solely to the increase in velocity due to the increasing electric field. It is also likely that this
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FIGURE 5.2: Observed detector signal in a positive field through 0, 30, 100, and
200 mesh sizes.
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FIGURE 5.3: The effect of increasing electric fields on ISS observed during the
(Top) negative phase, and (Bottom) positive phase across varying mesh sizes.
The current is measured relative to the baseline steady state current at VBias = 0

V. Error bars show the standard deviation over three experiments.

is a result of the non-linear behavior of the electric field due to the large shutter potential when
compared to VBias.

By subtracting the negative phase from the positive phase ISS , we can gain insight into the
observed asymmetric behavior ( Fig. 5.9). Across all cases, the asymmetric behavior becomes
more pronounced at lower VBias values, exhibiting a linear trend from VBias = 1 V to 50 V
when the mesh is present. However, the degree of asymmetry diminishes at VBias = 100 V. A
similar asymmetric behavior is observed for the 100 and 200 mesh cases, with the 100 Mesh
configuration displaying a greater degree of asymmetry from VBias = 2 V to 50 V. Although the
zero mesh case exhibits the highest observed ISS during the positive phase, it demonstrates no
asymmetric behavior at all applied potentials.

5.2.2 Transient Current Analysis

The arrival time, ta, , and the time response of the signal, τD, of ions during the positive
and negative phases with the mesh addition are presented in Fig. 5.6, and Fig. 5.7 respectively.
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FIGURE 5.4: Observed asymmetric current between the positive and negative
phase ISS with increasing electric fields. The average standard deviations for
each mesh type are 4.7, 2.7, 2.3, and 2.4 nA for the case of 0, 30, 100, and 200 mesh

sizes respectively.

FIGURE 5.5: First time derivative of the detector current at a VBias = 10 V. The
derivative trace was then fitted to a Gaussian convolution to elucidate the pres-

ence of peaks in the given time domain

From the spectrometer signal, ta can be calculated from the time value of the maximum and
minimum peak values found in the first derivative during the positive, and negative phases
respectively. Following ta, τD could be defined as the point where a stable current is present
and thus can be expressed as the time at which the second derivative is 0 after the local minima
and maxima where ta is located at.

A comparison of the first derivative across varying mesh sizes during the positive phase
cans be seen in Fig. 5.5. To calculate the higher order derivatives from the initial spectrometer
signal, a moving average smoothing algorithm with a length of 3% of the maximum number
of points was applied first. This is followed by applying a Savitsky-Golay filter to the signal
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FIGURE 5.6: Effect of increasing VBias on the ion arrival time, ta, during the (Top)
negative phase, and (Bottom) positive phase. Derivatives were calculated using
the center-difference method in IgorPro after successive smoothing of the original

spectrometer signal.

with a length of 1% four times in succession. Applying these processes allow the numerical
calculation of higher order derivatives with minimal resultant noise [48]. Since the arrival time
of ions are obtained by analyzing the derivatives of the spectrometer signal, when minimal
asymmetric behavior is present the resulting values present a large degree of error.

During the negative phase, a distinct ta is observed at an applied bias lower than 20 V. A
general trend of increasing ta is observed as the bias is increased with the case of the 100, and
200 mesh sizes showing a higher magnitude than the 30 mesh case. This behavior is possibly
a result of electrons being retarded in the spectrometer at higher electric fields. Observing τD,
it can be seen that the constant current behavior increases as well with applied biases which
suggests that the retardation of electrons is a steady-state phenomenon in this scenario. Neither
ta, nor τD however in this scenario shows a linear dependence on the applied bias in all mesh
cases.

During the positive phase, an increasing behavior of ta, and τD is observed at VBias = 1
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FIGURE 5.7: Effect of increasing VBias on the detector time constant, τD, during
the (Top) negative phase, and (Bottom) positive phase.

to 20 V for the case of the 100 and 200 mesh sizes. For the case of the 30 mesh, a decreasing
trend could be observed. Typically with increasing applied electric fields, it should be that the
ions would travel faster through the spectrometer resulting to faster arrival times. However
this is not the case for the 100, and 200 mesh sizes. It is possible that this behavior could be
related to the increased presence of electrons during the negative phase which contributes to
recombination effects inside the system.

Overall, due to the inconsistency of the 100 and 200 mesh cases for the analysis of the ar-
rival time of ions when compared to the expected typical physics phenomena observed for ion
mobility spectrometry, it is not possible to use these mesh sizes for measurements of such mo-
bilities. In contrast, the 30 mesh case exhibits the expected phenomenon where such mobilities
may be calculated from.
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Ar-N2 Mixture Mobility
Ar% (cm2· V−1· s−1)
1% 2.35±0.02
3% 2.29±0.02
5% 2.23±0.03
10% 2.20±0.01
20% 2.22±0.02
30% 2.18±0.03
40% 2.19±0.02
50% 2.18±0.03
60% 2.18±0.02
70% 2.16±0.03
80% 2.15±0.02
90% 2.12±0.04
95% 2.09±0.03
97% 2.06±0.01
99% 2.02±0.01

TABLE 5.1: Mobility of the ions observed for the Ar-N2 mixture ratios studied.
Data was obtained for E/N of 15 Td, at 8 Torr and 293 K. Data was obtained from

the study of Santos, et. al. [49].

Reduced Electric Mobility
Field [Td] [cm2· V−1· s−1]

5 2.48
6 2.48
8 2.49

10 2.49
12 2.49
15 2.49
20 2.49
25 2.49
30 2.49
35 2.49
40 2.49
50 2.50
60 2.50
70 2.51
80 2.52
100 2.56

TABLE 5.2: Reduced mobility coefficients of O+
2 ions in air. Data was obtained at

a gas temperature of 300 K. [50].

5.3 Measurement of Ion Mobilities

The typical case for measuring ion mobilities can be shown during the time VBias = VShutter.
This configuration allows the formation of a uniform electric field from the shutter towards the
detector. The typical operation case is shown in Fig. 5.8. Measurement of ion mobilities in this
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FIGURE 5.8: Observed positive phase detector at VBias = 100 V. Gaussian peak
fitting of the detector current was performed using the MultiPeak function in

IgorPro V6.04

FIGURE 5.9: Linear regression of the drift velocities corresponding to the current-
time derivative peak of the observed spectrometer signal in a 30 mesh transport
at low electric fields from t = 55 - 80 ms. Error bars indicate the standard deviation
of the drift velocities over three experimental trials. VBias = 5 - 50 V corresponds

to an average electric field of 1.67 to 16.67 V/cm.

case would use the peaks observed from the detector signal to correspond to the time of flight
of ions in the spectrometer. In particular for this case, the peaks observed correspond to the
mobilities K = 12, 4.1, 3.3 cm2/Vs for the peaks observed at ta = 59.21, 75.87, and 82.52 ms,
respectively

We present here a theory for ion transport inside the mobility spectrometer for the 30 mesh
case shutter at low applied electric fields. During R2, due to the negative shutter bias ions are
collected at the mesh such that when the shutter switches to a positive potential, the ions are
expelled from the shutter towards the detector. The weak electric field inside the spectrometer
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however can not accelerate the ions significantly such that we account for the velocity of the
ions upon being expelled from the shutter. This can be done by adding an initial velocity
component to the original drift equation such that, vd = v0 + KE. Applying a linear regression
to the spectrometer signal observed at t = 55-80 ms, and VBias = 5-50 V, reports a slope showing
a mobility value of K = 3.0 cm2/Vs, and an initial velocity v0 = 350 cm/s. This velocity is
close to the ion acoustic velocity. The mobility data are compared with the reported reduced
mobilities normalized to 1 atm and 273 K to determine the ion species.

The third peak in the typical case, and the observed mobility in the low electric field config-
uration correspond to the reduced mobilities of K0 = 3.0 and 2.7 cm2/Vs, respectively. These
peaks can be attributed to possibly the presence of oxygen in the source plasma as was shown
by optical emission spectroscopy in the earlier chapters (Table 5.2). It is also likely that other
ions such as Ar+ (Table 5.1), N+

2 , CO+, H2O+, and O+
2 can be attributed to the aforementioned

peaks since they share a similar range of mobility. The presence of molecular species in the
source plasma however has yet to be confirmed.

5.4 Summary

The principle for low-electric field ion mobility spectrometry for positively charged species
has been studied for diagnostics of an atmospheric pressure plasma source. With the addi-
tion of a wire mesh at the shutter electrode, a phase dependant signal was observed at low
electric field intensities. Results show that a decreasing arrival time due to increasing electric
fields were observed for the case of the 30 mesh, that was not exhibited in higher mesh sizes.
Analysis of the ion transport in the drift field shows the presence of peaks in the time-of-flight
spectrum during the positive phase corresponding to the reduced mobilities of 3.0 cm2/Vs,
and 2.7 cm2/Vs measured at an applied bias of 100, and 5-50 V respectively. The peak could
possibly be attributed to the drift of O+ ions inside the spectrometer.
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Chapter 6

NEGATIVE FIELD MOBILITY SPECTROMETRY

In contrast to the previous chapter, this section aims to measure the mobilities of negatively
charged particles, primarily electrons, from the spectrometer signal utilizing a negative electric
field in the drift region. In a similar manner, we introduce the typical trace observed during the
negative field transport. Then we examine the effect of modifying the shutter mesh aperture,
and the applied electric field on the observed detector signal. Finally we try to explain the
phenomena that occurs during the negative field transport based on the experimental data.

6.1 Negative Field Signal

The negative field signal is much more distinct compared to its positive field counter-part
due to the clearly observed peaks during the phase onsets. To more effectively discuss the
behavior of the observed signal, parameters will be introduced in a similar manner with the
previous chapter.

A typical trace of the negative field transport can be found in Fig. 6.1. The dashed line at t=
50 ms corresponds to the time at which the potential switches. The applied bias,VBias, from -1
to -100 V corresponds to an electric field of -0.33 to -33.33 V/cm in the drift region. Data was
taken at a sampling rate of 5 MS/s with an oscilloscope average of 32. The regions of the signal
can be described into the steady state and transition regions as was the case in the positive field
signal discussion. In this case the four regions have the time domains of R1 (0-20 ms), R2 (20-40
ms), R3 (50-70 ms), and R4 (80-90 ms).

The initial oscilloscope trace is smoothened using a moving average algorithm with a length
of 0.2 % of the maximum number of points. A 4th order Savitsky-Golay algorithm is applied
to the trace four times prior to the numerical calculation of the first derivative using a central
difference approximation with a length of 0.5 % of the maximum number of points. The sec-
ond derivative was calculated using a similar method but applied to the first derivative trace
instead.

The steady state regions, R2, and R4 both contain information on the steady state current
values of the signal. In particular, the average current value in R2 is the negative phase steady
state current, ISS−, while the mean current value in R4 is the positive phase steady state current,
ISS+,. The values of the steady state currents were calculated from the initial oscilloscope trace
and not from the smoothened traces.

In R1, a strong initial negative peak is observed which then saturates in the succeeding
region. To characterize the behavior of this peak the following constants, ta0−. τD−. and PI−,
are defined. The peak time of arrival, ta0−, is defined as the time at which the peak minimum
obtained from the original oscilloscope trace occurs relative to the onset of the negative phase.
From this definition, I(ta0−) is the peak minimum current and is typically measured relative
to the steady state current, ISS−. The time constant, τD−, can be defined as the point at which
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FIGURE 6.1: Charge transport in a 100 mesh shutter with VBias = -50 V. At t = 50
ms, as denoted by the dashed black line, the shutter potential (VShutter) transi-
tions from -100 V to 100 V. Indicated areas of the correspond to to the parameters

measured in this section.

first and second derivative of the signal reaches zero relative to the onset of the negative phase.
We introduce a new parameter, PI− [nA ms], which is defined to be the integral of the peak.
The integral is the summation of currents below the steady state current value. Since current is
proportional to the flux of charged species on a surface, this parameter can describe the relative
charge contribution attributed to the peak only.

Following the negative phase, an increase in the current is observed in the R4 region of
the positive phase. For all VBias cases, the transition from a lower current to a higher one is
always apparent when a mesh is present. The increasing current behavior in this region can
be described in terms of the parameters: ta1+, τD+, and PI+. The peak arrival time of the first
derivative, ta1+, is the time at which the first derivative is maximized relative to the onset of the
positive phase. The corresponding maximum value of the peak is defined to be I ′(ta1+). In this
case, we consider the first derivative instead of the case of the original trace since the presence
of a peak is not present for all VBias cases but a maximum value of the first derivative does. The
time constant, τD+, and the peak integral PI+ are defined similarly to their counterparts in R1
but are measured relative to the onset of the positive phase, and ISS+ respectively.

6.2 Mesh Dependent Current Characteristics

The current signal obtained from the spectrometer during the time a negative electric field
is applied to the drift region are presented in Fig. 6.2. The signal was obtained at with a Ni
shutter mesh with sizes of 0, 30. 100. and 200 mesh sizes. Like in the positive phase signal
experiments, the shutter oscillates with a square wave voltage at a frequency of 10 Hz, and Vpp

= 200 V. The applied bias to the primary plate ranges from VBias = 0 to -100 V, corresponds to an
electric field of ∼ 0 to -33.3 V/cm in the drift tube region of the spectrometer. The experiment
was repeated 3 times and the values presented in the succeeding parts of this section describe
the average values and the standard deviation of these experiments.
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During the time no mesh is present, or 0 mesh condition, no significant change was ob-
served in the current relative to the shutter potential at VBias ≤ 20 V. Further increasing the
applied bias to 50 V and 100 V, the observed current becomes more negative and the presence
of a phase-locked behavior becomes apparent. When the mesh is added to the spectrometer
shutter, this phase-locked behavior becomes present in all VBias.

Characteristic of this behavior in these systems is the increase in current observed when the
shutter switches from a negative to a positive potentials. For the case of the 30, 100, and 200
mesh sizes, a distinct initial peak is present when the shutter switches to a negative potential
at all applied VBias . During the time VBias ≥ 20 V, the presence of a distinct peak when the
shutter switches to a positive potential similarly becomes apparent in these mesh conditions.

6.2.1 Steady State Current

The observed values for the steady state currents, ISS−, and ISS+ are presented in Fig.
6.3. An increasingly negative electric field reports an increasing trend in the observed negative
current during both the negative and positive phases relative to the current observed during
the time VBias = 0 V. During the negative phase, the current rises steadily for the mesh cases
but increases abruptly at VBias = -50 V for the 0 mesh condition. The positive phase behavior
reports a decrease of the observed currents at -20 V for the 100, and 200 mesh cases, and at -50
V for the 30 mesh case.

Observing the asymmetric behavior of the spectrometer signal shows a saturation of the
signal at VBias ≥ -10 V for the mesh cases reporting a mean asymmetric current of 811.3, 180.6,
and 91.4 nA for the 30, 100, and 200 mesh cases respectively. The asymmetric behavior steadily
increases in the same VBias range for the case of the 0 mesh.

6.2.2 Time Response of the Detector Signal

The observed time constants for the positive and negative phases during a negative field
transport are reported in Fig. 6.5. Since the time response is a result of the asymmetric behavior
of the observed current, the following graphs report the data for the mesh cases only. For the
0 mesh case, the observed time constants during the negative, and positive are 8.5 and 8.1 ms,
and 9.6 and 9.2 ms corresponding to VBias = -50 V, and -100 V respectively.

It can be seen that during the negative phase, time constant behaviors increases up to a
maximum at -10 V and decreases afterwards for all mesh cases. Across the mesh cases, the
30 mesh case reaches the constant current behavior the slowest up to an applied bias of -10
V where it then speeds up having the highest τD at an applied bias of -50, and -100 V. The
opposite case occurs with the 200 mesh case where it initially has the fastest response up to -10
V but ends up reporting the slowest response at -100 V.

The positive phase reports a decrease in the observed time response of the signal with in-
creasing negative applied bias. When comparing the 30 mesh case to the other mesh cases,
the contrast of the behavior in the negative phase is seen. The 30 mesh case at reports having
a similar behavior with the negative phase such that at low applied biases this case has the
fastest τD while at an applied bias of 100 V it reports having the slowest time constant. The 200
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FIGURE 6.2: Observed detector signal in a negative field through 0, 30, 100, and
200 mesh sizes. The dashed line at t= 50 ms corresponds to the time at which
the potential switches. Data was taken at a sampling rate of 5 MS/s with an

oscilloscope average of 32.
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FIGURE 6.3: Observed steady state currents in the (Top) negative phase, and (Bot-
tom) positive phase through 0, 30, 100, and 200 mesh sizes

FIGURE 6.4: Asymmetric current behavior across the mesh sizes during a nega-
tive field transport.

mesh case seems to follow this contrast while the 100 mesh case reporting a behavior that is the
mean of both cases.

6.2.3 Analysis of Visible Peaks

The arrival times, peak values, and integral measurements are reported in Fig. 6.6, 6.7, 6.8.
Analyzing the negative peak behavior, the arrival time, ta0− increases with a more negative
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FIGURE 6.5: Time response of the detector signal during the (Top) negative phase,
and (Bottom) positive phases.

applied bias. The analysis reports that the 200 mesh case allows for the slowest arrival time
while the 30 mesh case allows the fastest peak arrival time.

The behavior of the peak current, I(tao-) measured against ISS− shows a similar behavior
with that of the peak integral PI−. The increasing trend in the current can be correlated to
increasing mesh transparency that is the 30 mesh exhibits the highest current while the 200
mesh condition exhibits the lowest. Characteristic across all mesh sizes is a maximum charge
transfer occurring at an applied bias of -10 to -20 V as seen in the peak current magnitude and
the peak integral. The values for the peak integral are similar for the 100 and 200 mesh cases at
all applied biases.

During the positive phase, the time at which the first derivative is maximized, ta1+, de-
creases up to VBias = 20 V for the case of the 30 and 100 mesh sizes but increases for the case of
the 200 mesh size. Further increasing the bias results to an increase in ta1+ for all mesh cases
with the values being comparable to each other. The 30 mesh case reports the most abrupt
change in current over time when compared to the 100 and 200 mesh cases. A similar trend
across the mesh sizes however is present. Analysis of the positive peak shows that the pres-
ence of the peak for the case of the 30, 100, and 200 mesh sizes start at VBias = 50, 20, and 10 V
respectively. The larges observed peak area can be attributed for the case of the 200 mesh. The
values of the peak area at an applied bias of -50, and -100 V become comparable across mesh
sizes.
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FIGURE 6.6: (Top) arrival time and (Bottom) peak maximum current of the initial
negative phase peak.

6.3 Measurement of Electron Mobilities

Typically, during the positive phase electrons are collected near the shutter such that when
the succeeding negative phase occurs, electrons are expelled from the area to move towards
the detector. The applied negative electric field in the drift tube area should accelerate the
electrons collected in the shutter region to move towards the detector. Thereby decreasing the
arrival time at higher electric fields as is the case with the measurement of ion mobilities. The
results however of ta0− report otherwise wherein a more negative electric fields results to the
electrons arriving at a later time.

Due to the highly mobile nature of electrons, some random flux of electrons moving from
the plasma source towards the spectrometer is always present. During R2, these electrons are
accelerated towards the detector in which a current signal may be obtained from. Evidence of
an increasing electron flux towards the detector can be observed from the increasing negative
current of ISS−, and ISS+ when the electric field is becomes more negative.

In the subsequent time region where upon the onset of the positive potential in R3, elec-
trons from both the plasma and inside the spectrometer experience a strong force of attraction
towards the shutter. The electrons inside the spectrometer thus move in a positive electric field
with the same magnitude of the negative electric field such that in a more negative electric
field, electrons move slower towards the shutter electrode. The asymmetric signal here is thus
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FIGURE 6.7: (Top) arrival time and (Bottom) peak maximum current derivative
of the first derivative signal in the positive phase.

a measure of electron retardation in a positive electric field.
Calculating the mobilities using the arrival time values of ta1+ and expressing them in terms

of the reduced electric field, the results are presented in Fig. 6.9. Since the electrons are highly
mobile species and small changes in the applied electric field result to extremely high changes
in the velocity of the particle, the original equation for mobilities v = KE remains unchanged.
The calculated data reports a mean electron mobility of 81.7, 82.6, and 85 cm2/Vs correspond-
ing to the 30, 100, and 200 mesh sizes respectively measured at E = 0.33- 33.33 V/cm. The
resulting experimental results show a good relation with the values of electron mobilities pre-
sented in the LXCat Database.

Using the same values from the LXCat Database, the group of Tejero-del-Caz, developed
a simulation tool for the calculation of the two-term electron Boltzmann equation for low-
temperature plasmas. The study presents a model for the mobilities of electrons in dry air
as a function of the reduced electric field (Fig. 6.10). At a gas temperature of 300 K, the mo-
bilities for the case where rotational excitations/de-excitations involving N2 and O2 is shown
in the solid black line in the figure here. The case where these rotational/de-excitations are
not included is shown in the dashed line here. Observing the trend of the black line with de-
creasing reduced electric field shows that further decreasing the electric field would result to
an exponential increase in the electron mobilities similar to what has been observed in our
experimental results.
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FIGURE 6.8: Peak integral values of the (Top) negative phase peak, and (Bottom)
positive phase peak.

FIGURE 6.9: Calculated reduced mobility values from the positive phase peak
first derivative data in terms of the reduced electric field. The mobilities were
normalized to 2.55 x 1025 m−3, the density of air at STP. Experimental values of
electron mobility are compared to the data presented in the LXCat Database. [51]

57



Chapter 6. Negative Field Mobility Spectrometry

FIGURE 6.10: Reduced electron mobility in dry air in terms of the reduced electric
field. Figure was obtained from the publication of A Tejero, et. al. [52].

6.4 Summary

The principle for low-electric field mobility spectrometry for electrons has been studied
for diagnostics of an atmospheric pressure plasma source. At negative field intensities of 0.33
V/cm -33.3 V/cm the presence of a phase dependant signal relative to the shutter potential is
observed. Results show that during the positive phase, the time at which the first derivative of
the signal is maximized is a good measure of the electron mobility of the system. The increas-
ing arrival time in relation to the increasing electric field suggests that a more negative electric
field results to electrons moving towards the shutter at a slower velocity. The average electron
mobilities measured in this study report electron mobilities of 81.7, 82.6, and 85 cm2/Vs cor-
responding to the 30, 100, and 200 mesh sizes respectively measured at E = 0.33- 33.33 V/cm.
The values are in accordance with the data presented in the LXCat Database, and simulation
results of low-temperature plasmas from the group of Tejero-del-Caz.
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Chapter 7

NUMERICAL SIMULATIONS OF CHARGE DENSITY

Experimental results has shown that the phase-resolved behavior of the mobility spectrom-
eter could be used to measure the mobility of ions under atmospheric pressure. To clarify that
these results are consistent with first principles assumptions, numerical simulation will be uti-
lized. In the first section of this chapter, we introduce how the Particle-in-Cell (PIC) model
could be used to observe the behavior of a swarm as it moves through the spectrometer by
approximating the collective swarm behavior with the motion of singular ions interacting with
the system. In the second section, we introduce a more practical approach of simulating the
ionized swarm by solving the equations of state using the Finite Difference Method applied to
the 1D fluid model.

7.1 Single Particle Motion of Plasma

As ions enter the IMS device various forces act upon the particle which include ion transport
due to the applied electric field, ion-neutral collisions resulting from the presence of the buffer
gas, and ion-ion diffusive, coulombic and collisional interactions from the swarm itself [53]. If
we assume that the density of ions is much smaller than the neutral density of the surrounding
gas, it can be assumed that the ion-ion interactions are not dominant in the system. Thus, the
trajectory of ions can be limited to the effect of coulombic and collisional interactions from the
swarm itself.

The force, F , experienced by an ion in the presence of a potential gradient is proportional to
the charge of the ion, q, and the surrounding electric field, E, produced due to the distribution
of potentials, Φ. The magnitude of the local electric field is equal to the negative gradient of the
surrounding potential.

a = Eq/m (7.1)

∆v = a∆t (7.2)

∆d = 0.5 a∆t2 (7.3)

This force due to the electric field is also equal to the product of the mass of the ion, m, and
the acceleration it experiences, a, such that for any given distribution of potentials, the local
acceleration experienced by an ion is expressed in Eq.7.1. Given a time step, ∆t, the change in
velocity, ∆v, and displacement, ∆d, are presented in Eq.7.2, 7.3.

The collision model adapted in this study is detailed in the article by Xu, and Whitten [53].
The results of their study are incorporated into SIMION 7.0, an ion optics simulation program.
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The collisions between ions and gas particles are simulated using the hard-sphere collision
model and the Monte Carlo method. The probability, P , that a collision will occur is dependent
on the ion mean free path, ℓ, the differential velocity, vdiff , and the time step, ∆t. The mean
free path of the ions were calculated using a method presented by Ding, et. al. [54].

P = 1− e−|vDiff |∆t/ℓ (7.4)

ℓ =
kbT

πd2P
√
2

(7.5)

vrel =
√
v2i + v̄2gas (7.6)

The mean free path is a function of the ion velocity, relative velocity, vrel, the gas density,
n, and the ion-particle collision cross cross section, Ω. The relative velocity is calculated using
Eq.7.6, where vi is the ion velocity, and v̄gas is the mean velocity of gas both of which are
measure in the laboratory frame of reference. The ion-particle cross section is calculated using
the ion radius, ri, and the gas radius, rgas. A relation between the atomic radius, and particle
mass is given in Eq.7.8 [55] assuming a constant volume density.

Ω = π(ri + rgas)
2 (7.7)

d[nm] = 0.120415405 (mion[amu])(1/3) (7.8)

The resultant probability, P , based on Eqs. 7.4-7.8 determines when a collision will occur;
such that if a random number between 0, and 1 is less than P , a collision will occur. The col-
lision model described in this simulation are based upon the findings of Mason and McDaniel
[56]. They describe that the collision between an ion and gas particle is similar to that of rigid
spheres such that when a collision occurs, there is an equal likelihood that the ion will be scat-
tered in any direction in the center-of mass system.

The velocity of an ion in the laboratory frame of reference, vlab, is given as the sum of the
velocity of the ion in the center-of-mass system, vcm, and the velocity of the ion before collision,
v [57]. The transformations among these quantities are expressed in terms of the relative mass
ratio, r, as shown in the relations below; where m is the mass of the ion, and M is the mass of
the gas particles.

vlab = v + vcm (7.9)

v = vlab(1− r) (7.10)

vlab = vcm(r) (7.11)
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r = m/(m+M) (7.12)

When a collision occurs, the velocity of the ion in the laboratory frame is first transformed
the velocity of the ion before collision in the center-of-mass frame (Eq.7.10). The velocity trans-
formations that occur in this frame are expressed in Eqs. 7.13-7.16, from which these are trans-
formed back into the laboratory frame of reference using the relation in Eq.7.11.

vx,cm =
√
|v|2 − (|v|cosθ)2 cosϕ (7.13)

vy,cm =
√

|v|2 − (|v|cosθ)2 sinϕ (7.14)

vz,cm = |v| cosϕ (7.15)

cosθ = 2 Rand()− 1 (7.16)

ϕ = 2π Rand() (7.17)

The angles θ, and ϕ refer to the azimuthal and polar angles respectively. The Rand() vari-
able in Eq.7.16, 7.17 refers to a random number generated in each algorithm step of the code.
The random numbers obtained here must agree with the assumption of the collisional model
such that there must be equal instances of ion scattering in any direction.

7.1.1 Particle-in-Cell Simulation of Ion Motion

The particle-in-cell or PIC model is a method used to calculate the motion of the ion as it
moves through an external field. PIC assumes four concepts in succession such that given a
particle in space with a certain velocity, the particle contributes some charge to the defined
grid cell. The additional charge contribution results to a change in the background potential
corresponding to a change in the electric field. The particle is accelerated by the resultant
electric field and the cycle starts anew. PIC typically use the concept of super particles or ions
with the same mass and charge but with amplified space charge contribution to the unit mesh
cell in order to minimize the amount of calculations required. Here we define A as the space
charge amplification factor such that when A is equal to 0, no space charge was considered in
the simulation.

To solve the transport of an ion through the spectrometer, the potential field of the device
was first calculated using the AMaze software. For this experiment, the solution space was
set to an electrical permittivity of 1.004 for air. The potential of the primary plate was set to
1000 kV to which a voltage drop of 100 V was set for each succeeding ring. This resulted to an
electric field of 300 V/cm along the x-axis.

The schematic diagram of the cell model description is shown in Fig. 7.2. The potential field
matrix spans the values of x = [-2 mm, 30 mm], y = [-6 mm, 6 mm], and z = [-6 mm, 6 mm] with
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FIGURE 7.1: Potential field distribution along the (Top) z = 0, and (Bottom) x =
10 plane. The potential distribution was calculated using the AMaze software at

a VShutter = 1000 V, and a VBias = 900 V.

FIGURE 7.2: Schematic diagram of the cell model and the assumed directional
planes for the PIC simulation relative to the spectrometer model.

dr = dx = dy = dz = 2 mm. This results to the formation of a cubic grid type potential mesh.
The electric field at any given point is equal to the negative gradient of the potential (Eq.7.18).
If an ion is located inside a cubic potential mesh unit, the ion will driven by the electric field
equal to the average electric fields moving in the said direction as described in Eq.7.19.

To approximate the space charge contribution of each particle to the 8 points that comprise
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the cubic potential mesh unit where the particle is located in, the background potential is in-
creased by some voltage as described in Eq.7.20. Here k is Coulomb’s constant, q is the charge
of the particle, and r is the distance of the particle from the corner of the mesh unit. The space
charge is typically amplified with the factor A. This is a simplified approach of approximating
the space charge contribution in the spectrometer since the current model is unable to solve the
actual space charge according to first principles (Gauss’s law).

E = −∆V (7.18)

Er =
Σ4
r=1dVr

4dr
r̂ (7.19)

V = A(kq/r) (7.20)

The ion trajectory was calculated using the theoretical assumptions presented in the previ-
ous section and the 0 mesh case spectrometer design. A flow chart describing the algorithm
used for the PIC simulation is shown in Fig. 7.2.

Parameters Settings
Shutter voltage 1000

Electric field 300 V/cm
Drift length region 30 mm

Time step 3 ns
Beam diameter 0.5 mm

TABLE 7.1: Typical simulation parameters for the PIC code to calculate the trajec-
tory of Ar+ ions.

The parameters of the experiment are presented in Table 7.1. The simulation calculates the
trajectory of a swarm of 10 000 Ar+ ions starting at the rear of the shutter electrode. The ions
are distributed over a radial area with a diameter of 5 mm. The ions are then made to move
through the potential field in accordance with the theory presented in the previous section until
they are collected at the detector. We consider when A = 0, 100, 101, 102, and 103 to observe the
effect of increasing ion density in the system. The time step considered in this simulation is 3
ns.

Calculations were done using Visual Studio 2019 in C#. The algorithm was made such
that for each time step, the values for time and position were recorded in an external csv file,
velocity changes were made first with regards to the potential field followed by the collisional
changes, before finally updating the values for position and velocity which will be used in the
succeeding iteration. The calculation terminates when the ion reaches the detector.

The spatial distribution of 100 randomly selected ions at varying time intervals are pre-
sented in Fig. 7.5 while Fig. 7.4 shows the potential contribution of the entire swarm to the
background potential field at similar time intervals. For the case when A is equal to 0, minimal
difference can be seen in the shape of the ion potential as time passes. As A is increased to 100,
dispersion along the x axis is realized. Observing the spatial distribution of particles for both
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FIGURE 7.3: Algorithm flow chart describing the steps utilized in the particle-in-
cell method for calculation of ion densities.

cases at t = 20 µs, an increased dispersion of particles along the x and z axis is realized when
space charge effects are considered.

FIGURE 7.4: Observed charge contribution of the ion swarm at t = 10, 20, and
30 µs. The figures above show when A = 0, while the figures below show the

behavior when A = 100.

Ion trajectories of randomly selected 100 ions along the xy and xz planes are shown in
Fig.7.6, 7.6. The trajectories show a radial beam profile in the xy and xz axis when A = 0 which
is a result of independent ions interacting with the electric field. While compression in the y
axis and dispersion in the z axis is realized when A = 100. The behavior of the system imitate
that of a random walk behavior with a preferential direction moving towards the detector.

A time of flight spectra was constructed by creating a histogram of the arrival times with
a width of 0.1 µs from the results of the simulation model (Fig. 7.8). When space charge is

64



7.1. Single Particle Motion of Plasma

FIGURE 7.5: Ion distribution of 100 random particles at t = 20 µs along varying
planes. The figures show when A = 0, and 100.

FIGURE 7.6: Ion trajectories of 100 randomly selected Ar+ ions from the swarm
along the xy plane when (Up) A = 0, and (Down) A = 100.

considered, the number of particles collected at the detector is greatly reduced. Compared to
the case when no space charge is considered, the number of particles detected is decreased by
1.3% when the A = 102, and is further decreased to 56.1% when the space charge when A = 103.
The main loss mechanism in these cases is the loss of charges towards the spectrometer walls
as the space charge increases.

Considering space charge also results to an observed shift in the peak arrival time of the
ion swarm at the detector, and a broadening of the peak distribution. In particular, for the case
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FIGURE 7.7: Ion trajectories of 100 randomly selected Ar+ ions from the swarm
along the xz plane when (Up) A = 0, and (Down) A = 100.

when A = 0, 100, 101, and 102 the arrival times are 51.60, 51.59, 51.45, and 50.75 µs respectively.
The corresponding FWHM of the peaks are 0.61, 0.70, 2.79, and 4.46 µs. Results show that the
space charge contribution is crucial when considering the motion of ions inside the spectrom-
eter since it changes the time of flight distribution behavior of particles considerably at high
densities. Additionally, the broadening of the ion swarm observed here is similar to what can
be observed in diffusive effects of ions.

FIGURE 7.8: Time of flight signal of 10,000 Ar+ ions at varying space charge con-
tribution factors. The spectral resolution of the signal is 0.1 µs. A Gaussian con-
volution was applied to the data values to obtain the peak position and FWHM

values of the detector current.
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While the PIC method is indeed an effective tool in simulating the behavior of ions as they
interact with the ion swarm and the surrounding potential field, the method is computation-
ally expensive especially in low electric fields. As such, a different approach considering the
equations of state while building up on the diffusive ion behavior observed from single particle
trajectories here is presented in the succeeding section.

7.2 Fluid Behavior of Plasma

Suppose we assume a swarm of ions present in atmosphere moving at a velocity, u, and in
the presence of an electric field, E. The flux of plasma through any area could be described
by Eq.7.21, where Γ, is the flux, N , is the density, D, is the diffusion coefficient, and, µ, is the
mobility coefficient. The first term in the equation is the drift velocity of the charge due to the
applied electric field, and other velocity components such as the flow velocity of the neutral
gas. The second term is the diffusive component of motion due to the change in the spatial of
particles.

Γ = N(µE + u)−D∇N (7.21)

Under atmospheric pressure, the values of diffusion and mobility coefficients are within 1-2
orders of magnitude in difference making the values comparable. Similarly, results of the PIC
code incorporating the space charge contribution resulted to the broadening of the detected
peak which is indicative of diffusive effects in the system.

∂N

∂t
+∇ · Γ = q (7.22)

∂N

∂t
= −(µE + u)

∂N

∂x
+D

∂2N

∂x2
+ q (7.23)

Applying the flux equation to the continuity equation (Eq.7.22), where q is the bulk sources
of creation or loss of particles, the result is a variation of the Fokker-Planck equation in the
form of the fluid model. In one dimension, the equation is expressed in Eq.7.23. Although
there exists an analytical solution to the equation, given non-linear densities and electric fields,
it is difficult to come up to an exact solution to the experimental results.

7.2.1 Finite Difference Analysis of Charge Particle Density

We consider the case of particle densities at center of the spectrometer, and assume the case
where no particle recombination or creation occurs (q = 0). Solving the 1D Fluid model equation
is possible by first discretizing the terms into individual time and position steps (dt, dx). By
separating the terms into the densities that occurs at one time step ahead on one side of the
equation, and the present densities on the other side, a recursive equation is produced (7.24).
The recursive equation can be expanded to the entire spatial domain by rewriting the series of
equations as a matrix, where A and B correspond to the coefficient matrix for the densities in
the future and current time steps respectively.
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N j+1
i − α(N j+1

i+1 − 2N j+1
i +N j+1

i−1 ) + β(N j+1
i+1 −N j+1

i−1 ) =

N j
i − α(N j

i+1 − 2N j
i +N j

i−1) + β(N j
i+1 −N j

i−1)
(7.24)

α =
D∆t

2(∆x)2
β =

−(µE + u)∆t

4(∆x)
(7.25)

Since the present values of densities are known, it is possible to solve for the densities after
one time step by taking the inverse of the coefficient matrix, A, and multiplying it to the current
density values (Eq.7.26), where j, and x are the time, and position indices respectively.

N j+1
x = A−1(BN j

x) (7.26)

An advantage of using Finite difference instead of PIC is the faster run time due to the
decrease of numerical operations. Finite difference allows the use of a continuous initial density
in the spectrometer with no changes in computation time. However, since this method utilize
the equation of states to simulate the behavior, then certain molecular phenomena are difficult
to include such as the space charge contribution without changing the solution matrices.

7.2.2 Positive Field Density Behavior

Utilizing the AMaze software, the potential field distribution inside the spectrometer was
calculated. The simulation defines the shutter at x = 5 mm, and the detector at x = 40 mm. The
2D potential distribution at VBias = 20, 100 V for the case of the 0 mesh and 30 mesh are pre-
sented in Fig. 7.9, 7.9. The 1D electric field at the center of the spectrometer for the same mesh
cases are presented in Fig. 7.11, 7.12. While minimal change in the electric field magnitude is
observed with the addition of the mesh, a rapid increase in the electric field is observed near
the shutter upon the addition of the mesh. The addition of the wire mesh similarly changes the
position of the maximum and minimum electric field during the positive and negative phases
respectively, from 10 to 12 mm corresponding to the case of the 0, and 30 mesh sizes.

FIGURE 7.9: Potential field distribution inside the spectrometer at VBias = 20 V.
The figures correspond to variations in the shutter potential and applied mesh
sizes such that (A) VShutter = 100 V, 30 mesh size, (B) VShutter = 100 V, 0 mesh

size, (C) VShutter = -100 V, 30 mesh size, and (D)VShutter = -100 V, 0 mesh size.
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FIGURE 7.10: Potential field distribution inside the spectrometer at VBias = 100
V. The figures correspond to variations in the shutter potential and applied mesh
sizes such that (A) VShutter = 100 V, 30 mesh size, (B) VShutter = 100 V, 0 mesh size,

(C) VShutter = -100 V, 30 mesh size, and (D)VShutter = -100 V, 0 mesh size.

FIGURE 7.11: Apparent electric field at the center of the spectrometer at VShutter

= -100 V for the (Top) 0 Mesh case, and (Bottom) 30 Mesh case.

A flow chart describing the algorithm used for the PIC simulation is shown in Fig. ??. To
simulate the motion of ions in the spectrometer, a constant flow of 1e4 argon ions were made
to start at 2.5 mm away from the shutter. The ions are made to move with a velocity v = 0-
500 cm/s directed towards the detector, and to interact with the applied electric field. The
potential field inside the spectrometer is similar to that done in the experimental work such
that the simulation starts first with the negative phase potential map at t = 0 to (50-dt) ms,
followed by switching the phase to the positive phase potential map at t = 50 ms to (100-dt)
ms. The detector current is defined to be the number of particles at x = 40 mm at any given
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FIGURE 7.12: Apparent electric field at the center of the spectrometer at VShutter

= 100 V for the (Top) 0 Mesh case, and (Bottom) 30 Mesh case.

FIGURE 7.13: Algorithm flow chart describing the steps utilized in the finite dif-
ference method for calculation of ion densities.

time. The simulation utilizes a dx = 5.625 µm , and a dt = 1 µ. This corresponds to a solution
matrix with a size of 8000 x 8000. The process of switching electric potentials is repeated twice
to realize a steady state behavior of the electric current at the detector.

The particle densities inside the spectrometer at t = 150 ms is presented in Fig. 7.14. During
the negative phase, the presence of a mesh results to a more effective collection of low velocity
ions at the mesh surface for all ion velocities during the time VBias = 20 V. At higher initial
velocities, some ions are able to pass through the mesh and can go directly to the detector while
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FIGURE 7.14: Distribution of particle densities along the center of the spectrome-
ter at t = 150 ms for the 0, and 30 mesh cases.

those closer to the mesh are electronically collected near the mesh vicinity. These behaviors are
more prominent when a mesh is present as compared to the 0 mesh case.

Show in Fig. 7.15, 7.16 are the behavior of particles with v ≥ 100 cm/s, and v ≤ 100 cm/s
across the two mesh sizes during the second period at t = 100-200 ms. There is no significant
effect due to the mesh aperture size for particles with velocities greater than 100 cm/s. In both
mesh cases, a peak that maximizes at v = 300 cm/s and decreases in intensity for the 400, and
500 cm/s cases can be observed. For particles moving at a velocity greater than 400 cm/s, a
continuous DC offset current is observed. For ions moving at a velocity less than 100 cm/s,
the presence of a mesh increases their velocity resulting to the swarm arriving at the detector
earlier. This behavior is noticeable for the case of the ions moving at a velocity of 10, and 20
cm/s.

Taking the sum of the signals produced from all velocities for both mesh cases, the number
of particles that reach the detector are shown in Fig. 7.17. The results show that the presence
of a mesh does not only accelerate the behavior of low velocity ions, but also high velocity ions
but to a lesser extent. The earlier arrival times exhibit by the low velocity ions in the spectra
allows the elucidation of high energy ions at t = 150-200 ms. This behavior is consistent in low
electric fields as seen in the case when VBias = 1 V, but is not as apparent at higher electric fields
as seen in the case when VBias = 100 V. This behavior supports the idea that the mesh acts as
a high pass filter such that it allows the passage of high energy particles but attenuates the
passage of low energy species.
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FIGURE 7.15: Observed spectrometer signal for the (Top) 0 mesh case, and (Bot-
tom) 30 mesh case for Argon ions moving at a velocity v ≥ 100 cm/s.

Simulation results of the electron current at these parameters shows that no electron signal
reaches the detector when solving the differential equations. This is likely due to the numerical
constraints of the simulation such as the time step, and number of position divisions that limits
the observation of such behavior. While it is likely that some random continual flux of electrons
reaches the detector, the current simulation is not able to account for these factors.

7.3 Summary

Numerical calculations of the ion transport inside the ambient mobility spectrometer has
been conducted using an approximation of the single particle motion of ions, and a collective
fluid behavior of the system to simulate the swarm behavior of ion species inside the ambient
spectrometer. Utilizing the PIC method, it is shown that the motion of ions as they move
across the spectrometer can be likened to that of a random-walk behavior. Additionally, the
incorporation of space charge effects inside the spectrometer results to a lower collected signal
at the detector, and significant broadening of the signal peak. Both of which are evidences of a
diffusive like behavior of the ion swarm as it moves through the spectrometer.

Using the Finite Difference method applied to the 1D Fluid Model allows us to consider
both electronic and diffusive behavior of the swarm with lesser calculations when compared to
the PIC model. The motion of a continuous ion swarm following the electric field in the typical
positive field operation mode of the mobility spectrometer shows that the presence of a mesh
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FIGURE 7.16: Observed spectrometer signal for the (Top) 0 mesh case, and (Bot-
tom) 30 mesh case for Argon ions moving at a velocity v ≤ 100 cm/s.

accelerates the ion swarm at all velocities resulting to shifts in the observed peak behavior.
Additionally, the presence of a mesh further accelerates the low velocity ions allowing for better
elucidation of the high velocity ion swarm signal. The current model however not account for
the transverse diffusion and mobility effects, sources of ionization and recombination sources,
and the electron signal.
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FIGURE 7.17: Observed detector current for a collection of Argon ions moving at
initial velocities of v = 0-500 cm/s at VBias = 1, 20 and 100 V.

74



Chapter 8

CONCLUSION

The dissertation was able to demonstrate the diagnostics of a capacitively coupled RF AP
source using the low-voltage ambient mobility spectrometer. The spectrometer is shown to be
capable of identifying a range of mobilities corresponding to ion species and electrons found
in the plasma swarm produced by the 13.56 MHz CCP RF source. Upon obtaining a time-
resolved signal relative to the applied shutter potential, theories as to the motion of ions and
electrons in a positive, and negative electric field respectively were made. These theories were
clarified using spectrometer experiments, and numerical simulations. The detailed summary
of the results presented in this dissertation are discussed in the remainder of the chapter. Future
prospects on the further applications and development of this method are also presented.

8.1 Atmospheric Pressure Plasma Sources

Two configurations of RF AP sources, a capacitively coupled plasma (CCP) source, and
an inductively coupled plasma (ICP) source, were developed and characterized for further
applications towards ambient ion mobility spectrometry. Double probe analysis, and optical
emission spectroscopy was performed on both sources to quantify the behavior of the sources.
Both sources show the presence of ionized oxygen in the swarm with the ICP source more
effectively ionizing oxygen. Double probe analysis show that the CCP source reports an 70 %
increase in ni when compared the ICP source. Asymmetric behavior in the double probe trace
indicate inhomogeneity in the plasma possibly caused in the variations in the motion of ions
and electrons in both sources.

Upon coupling to the IMS, only the CCP source was able to present an asymmetric detector
signal. While it is likely this effect is due to changes in the localized electric field that makes
it difficult for the ICP source plasma to propagate through the mesh, higher input powers in
the ICP source results to arcing with the spectrometer mesh. The introduction of an analyte
is also difficult with the current plasma sources available since the CCP source does not have
enough power to fully ionize the analyte, and the ICP source can not be coupled to the IMS in
its current state.

8.2 Ambient Mobility Device

The presence of a mesh at the plasma facing side of the spectrometer results to an observed
phase-locked signal at the detector. Even in the absence of an electric field, the time varying
voltage at the shutter is enough to produce this type of signal at the detector. Near mesh plasma
parameter analysis show that the area between the mesh and the plasma source show limited
changes to ion density and electron temperature when a bias is applied to the mesh. Past the
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mesh, these parameters vary with the applied mesh bias. The mesh acts as a high-pass filter
such that it easily allows highly energetic particles to pass through the area.

While the current system utilizes a square wave at 10 Hz as the typical driving frequency of
the system, other frequencies and peak voltages may result to the detection of unique signals
where other swarm parameters may be calculated from.

8.3 Analysis of Ion and Electron Mobilities

The principle for low-electric field ion mobility spectrometry for positively charged species
has also been studied for diagnostics of an atmospheric pressure plasma source. Analysis of the
ion transport in the drift field shows the presence of peaks in the time-of-flight spectrum during
the positive phase corresponding to the reduced mobilities of 3.0 cm2/Vs, and 2.7 cm2/Vs mea-
sured at an applied bias of 100, and 5-50 V respectively. The peak could possibly be attributed
to the drift of O+, and Ar+ ions inside the spectrometer. Similarly, the principle for low-electric
field mobility spectrometry of electrons has been studied for diagnostics of an atmospheric
pressure plasma source. At negative field intensities of 0.33 V/cm -33.3 V/cm the presence of
a phase dependant signal relative to the shutter potential is observed. The average electron
mobilities measured in this study report mobilities of 81.7, 82.6, and 85 cm2/Vs corresponding
to the 30, 100, and 200 mesh sizes respectively measured at E = 0.33- 33.33 V/cm.

The basis of obtaining mobilities of charges species from the asymmetric detector signal is
introduced in this study. It is likely that the data analysis technique used here is not the optimal
method but one where it is still possible to obtain the mobilities presented in the system. As
such optimization of the signal analysis method, and calculations may lead us to understand
more about the phenomena of the current observed system.

8.4 Numerical Simulations of Ion Densities

Numerical calculations of the ion transport inside the ambient mobility spectrometer has
been conducted using an approximation of the single particle motion of ions, and a collective
fluid behavior of the system to simulate the swarm behavior of ion species inside the ambient
spectrometer. Evidences of a diffusive like behavior of the ion swarm is shown with the PIC
code while the Finite Difference method applied to the 1D Fluid equation supports the high-
pass filter characteristics of the mesh at low electric fields.

The current simulation is able to calculate the behavior of the species along the center of
the spectrometer, being able to calculate the transverse behavior of particles as well as simu-
lating the near mesh characteristics of the plasma would give us a clearer understanding of
the mobility phenomena. This however would require intensive computing power since these
calculations should be obtained from first principle assumptions.
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8.5 Further Work

The study is one of the first that discusses measurements of ion and electron mobilities at
very low electric fields in the absence of a neutral gas. The proof of concept that this method
could be applied at this scale opens up the possibility of expanding the theory even further
such that we are able to realize the analysis of trace substances even faster than before. Aside
from the aforementioned recommendations the author presented in the earlier sections of this
chapter- analysis on the resolving power of the system should be the next step, and the im-
provement on the design of the plasma source such that an analyte substance may be intro-
duced for analysis using the developed mobility spectrometer.
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