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Neuronal operant conditioning, in which rewards (reinforcement) are given for modulations of neuronal
activities satisfying preset criteria, is one of the most important process for better operation of brain-machine
interface (BMI), enabling neuroprosthetic control of external devices by neuronal activity instead of
behavior. Recently, given its relation to BMI, researches investigating neuronal operant conditioning are
becoming more prolific. However, there have been few systematic investigations of the methodology for
operant conditioning of neuronal activity. In particular, few studies have investigated the role of
reinforcement schedules in neuronal operant conditioning, although they are known to have a significant
effect on an animal’s operant responses in behavioral studies. Neuronal operant conditioning is based on
behavioral operant conditioning, in which the voluntary behavior immediately followed by reward soon
becomes more frequent to get more rewards. Nevertheless, it has not been clearly demonstrated how
different reinforcement schedules affect the learning in neuronal operant conditioning. In the present study,
we focused on the effects of reinforcement schedules applied to single neurons of the motor cortex during
neuronal operant conditioning in rats.

To test the effect of different reinforcement schedules, we trained single neuron’s activity in the motor
cortex using fixed ratio (FR) and variable ratio (VR) schedules in rats. Nine male albino Wistar rats were
used as subjects. A microwires were implanted into rats’ motor cortex to record the multi-neuronal activity.
The neuronal activity recorded from the rats was processed and separated into a single neuronal activity by
real-time and automatic sorting of multi-neuronal activity using independent component analysis (RASICA)
for real-time feedback. During the operant conditioning, a single neuron was recruited as a target and the
number of spikes of the neuron was counted by a microcontroller in real time as the rats moved freely.
Water was delivered as a reward to the rats whenever the number of the spikes reached a “reinforcement
threshold”, and thus the rats could get rewards more frequently if they successfully enhance the target
neuron’s firing rates. The rats were divided into two groups: one group was trained with the FR schedule
and the other with the VR schedule. In the FR schedule, the values of the reinforcement threshold were
fixed at 100% of the threshold value. In the VR schedule, on the other hand, the values of the reinforcement
threshold were randomly varied from trial to trial, ranging 60, 80, 100, 120, and 140% of the previously
determined thresholds.

During the whole sessions, 21 neurons from 9 rats were consistently recorded and used for data analysis
(FR: n=5, VR: n=10, FR-VR: n=6). The time intervals between reward deliveries were used as the value of



“performance” of the neuronal operant conditioning. The ANOVA demonstrated only marginal significance
in the main effect of reinforcement schedules as well as in the interaction between reinforcement schedules
and time (conditioning days). However, the Bonferroni post-hoc analysis indicated that the performance in
the FR schedule was significantly higher compared with the VR schedule (p<0.05) on the last day of
conditioning. In addition, t-test showed a statistically significant enhancement in the performance was
observed on the final day of operant conditioning compared to the first day only in the FR schedule (p<0.05),
supporting the result of the former analysis. As a result, the rats in the FR schedule successfully learned to
enhance their target neurons’ firing rates to obtain rewards more frequently. On the contrary, the rats
reinforced by the VR schedule exhibited no such learning until the last day of the conditioning. Neuronal
operant conditioning with successive FR-VR schedules was also performed to test the effect of different
reinforcement schedules on neuronal activity on the identical neurons. The FR schedule was applied during
the first two days and the VR schedule during the last two days. Simple linear regression analysis was used
for the comparison of the performance during four consecutive days. The analysis of the FR, VR, and
FR-VR data demonstrated that the recorded neurons in the FR-VR schedules improved their performance,
which was similar in FR schedule, implying that the VR schedule may lead to successful operant
conditioning of neuronal activity by being combined with different reinforcement schedules such as the FR.
Moreover, the neuronal data analyzed off-line demonstrated that specific spike activity such as peak firing
rates around reward delivery was selectively appeared in the FR schedule. These results suggest that the
reinforcement schedules differentially affect the learning in neuronal operant conditioning and cause various
changes in the activity of individual neurons.

Most previous studies investigating neuronal operant conditioning used a continuous reinforcement
schedule (CRF) or simple intermittent reinforcement schedules in discrete type situations. This study was
the first to investigate the effects of basic and different reinforcement schedules in the free operant type
situation on neuronal operant conditioning using long-term recording of single neuronal spiking for four
days of training. The result demonstrated that neuronal activity was successfully conditioned in the FR
schedule but not in the VR schedule when they were applied individually. This was unexpected because
animals’ responses can be easily conditioned in both schedules, and the conditioned response rates are
generally higher in the VR schedule than in the FR schedule in behavioral operant conditioning. However,
we could observe the rats in the FR-VR schedules showed very similar learning to the one in the FR
schedule, implying that the training in the FR schedule could “shape” rat’s responses applicable in the VR
schedule.

Through the present study, we ascertained that it is possible to cause various changes in the activity of
individual neurons and small populations of neurons that make up the brain, through operant conditioning of
neuronal activity. Such results from neuroscience research as well as discussions of mechanistic and
theoretical backgrounds of neural operant conditioning will lead to the development of clinically significant
and highly reliable BMIs using the plastic characteristics of the brain, and at the same time will contribute to
developing methods of rehabilitation that restore or transform the brain functions and the research on the
development of clinically significant and highly reliable BMIs using the plastic characteristics of the brain.



