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Information on the Special Session

In celebration of the quarter-century anniversary of the Annual CUNY
Conference on Human Sentence Processing, the special session entitled
“Grammars and Parsers” highlights puzzles at the heart of the discipline
that demand fresh attention, given the broad advances that have been made
on many fronts since the founding of the conference. In particular, an ‘old’
question remains central: How does linguistic performance (language
processing) relate to linguistic competence (language knowledge)? Is
it possible to embed a grammar, as devised by linguists, as a working
component of a processing mechanism for language comprehension or
production? What procedural difficulties are involved in doing so? Are there
empirical data which tell against this idea? Or perhaps, might it be an outright
mistake to suppose that ‘linguistic’ grammars articulate at all closely with

processing?
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One of the ways of seeing the connection is this: linguistic representations are
(internalized) mental representations, and operations on such representations

by means of rule systems are computations. (pp. 3-4)

COBHUHERIL, B B L OD-HEEAHMNOMREMIE D A v b7 — 27 Tk
R(represent) SNTHBY, ZORRE, EHROBE L EOMGERIETHOFR
(72 & 2 1ESHEE) 1222 5 2 L ASET S (computation) &\ 9 2 & 127 A,

John read what — What did John read?

(I

LIS RS T Orepresentationld, [FR] LW I FEETLDL W LR
I, AREETIE, WMo Y b — 2 TR S 1L Amental grammar%
MEICL TS I AT 270120, LEFHEECHESHESETHED
representation [FHf | LTI L1235, 4

2 competence & performance
2.1 competence & performance & |

¥ 3, competence & performance & [ ZAA % BHHEIZ L CHB AR 5 R,
Chomsky (1965)? competence & performanceD EF % L THA L 5o 56

Linguistic theory is concerned primarily with an ideal speaker-listener,
in a completely homogeneous speech-community, who knows its language
perfectly and is unaffected by such grammatically irrelevant conditions as
memory limitations, distractions, shifts of attention and interest, and errors

(random or characteristic) in applying his knowledge of the language in



50 I

actual performance. . . .

We thus make a fundamental distinction between competence (the speaker-

hearer’s knowledge of his language) and performance (the actual use of

language in concrete situations). Only under the idealization set forth in

the preceding paragraph is performance a direct reflection of competence.
In actual fact, it obviously could not directly reflect competence. A record
of natural speech will show numerous false starts, deviations from rules,

changes of plan in mid-course, and so on. The problem for the linguist, as

well as for the child learning the language, is to determine from the data of

performance the underlying system of rules that has been mastered by the

speaker-hearer and that he puts to use in actual performance. Hence, in the

technical sense, linguistic theory is mentalistic, since it is concerned with

discovering a mental reality underlying actual behavior. Observed use of

language or hypothesized dispositions to respond, habits, and so on, may
provide evidence as to the nature of this mental reality, but surely cannot
constitute the actual subject matter of linguistics, if this is to be a serious

discipline. (pp. 3-4)

competenced ) DI, HED AW TIE % L, B S L 7zspeaker-
hearer( [5f# - %] LA9) 2YE@ICHEE L RE SN LA TR A
TOLBOEBE R0 (DF), MANICHEET L) HUOKRTH S
(Principles and Parameters Approach & (3527 1) | IE#EPIEG I, CEITHHAIO
EEEENTWD), 72 LT, Chomskyld, Sik5&EOMEIL, competence
O, D% D, competenceDETNEZFERTAHI ETHY, FEEITBIZES
NALEHEEAZOLOEFTEFOMAETETIILVEHFT L TWE I LEH
ZATBNTL LWV,
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2.2 competence® E 7 DIETR—F FEFH D ifi—
Chomsky (1986)%, BREFEDRILL 271U b B WEER L IIE L L
TRDIDZET TV 5,

(1) What constitutes knowledge of language?
(i) How is knowledge of language acquired?

(ii1) How is knowledge of language put to use? (p. 3)

Chomsky (1986)I33 0 DHE A FE/R L T 225, BFEOAERETIX, 2
D3DVIMNS, SEEEEDHIL 2T R 5 R WHEEE LT, X520
PRENT WA, Stroik & Putnam (2013) 3K D £ 9 IZEF L T b, 8

1. What is the knowledge or Faculty of Language (FL)? (Humboldt’s Problem)
2. How is this knowledge or Faculty of Language acquired? (Plato’s Problem)
3. How is this knowledge put to use? (Descartes’ Problem)

4. How is this knowledge implemented in the brain? (Broca’s Problem)

5. How did this knowledge emerge in the species? (Darwin’s Problem) (p. 3)

liZcompetence D TdH V), 213 language acquisition (FrEHEN:FH) O
METH Y, 3ldperformanceDFETH V), 4idcompetence DA ED L 9
[ ZHLAIAE N TV A7 (mental grammar (GHYSCHE)) &) Tk & MRHFD
M, $7%bb, SiELE (FFoEDLER) BEOMETHY, 5135
RO & MALORETH Lo ° REFTTHDY 11T 5 DI 1Dcompetence, 3D
performance, M U3 & HHEAZBIMRT 240 FEMHBEOMMRTH 5, BIET
1%, performancel2JifiN D competence % fifi o 7= FFED i 1 & BRfF & v ) FREWL
BOZE LRTE DT, 3L43F CHEZH>TWDEZ LIk 5,

ZOSODOEDH B, 1DcompetenceDf3E, 2% 0, MMNIZHNIELS
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N 7= 558 Mk (internalized knowledge of language)DWIZEIX SN T X 7228 (4
BOCEFEENAIE L TWADIZZ Dcompetence®ETIVOIEHR TH A), 3D
performanceDFEIZE L CTldd F D IIRIZ SN T o7,

L#>L, competence & performanceDBIFRIZES L CTIEMEIL L 2 17 Uid 72 & 7%
WSS 5 2 LB SN TIE & 72, competence & performance? B4R % W]
FEIZL CBLLEEDH D Z L1d, grammard V) FEICERENH S Z L H
5b bbb,

SRR, BNICH L0 LEOETVEEETL2DTH L0, 0
grammar& V) FEIZ2ODERTHH SN TE 2 L ICEREEZ DL ITL
o RV, 12103, BlFEPOCHIGEDOETVE LTHRRT 2ETH D,
b ) IDEBICATEAL E N TV 2 LSCEZ D b O TdH % . Chomsky (1965)
TlE, RO LHIZBERENT WD, 10

Clearly, a child who has learned a language has developed an internal
representation of a system of rules that determine how sentences are to be
formed, used, and understood. Using the term “grammar” with a systematic
ambiguity (to refer, first, to the native speaker’s internally represented “theory
of his language” and, second, to the linguist’s account of this), we can say
that the child has developed and internally represented a generative grammar,

in the sense described. (p. 25)

oo & ZAHTEH, grammard V) FEOBEREICOVWTE R EIN TS,
Chomsky & Halle (1968) TIZKD & ) 125N TV 5,

We use the term “grammar” with a systematic ambiguity. On the one hand,
the term refers to the explicit theory constructed by the linguist and proposed

as a description of the speaker’s competence. On the other hand, we use the
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term to refer to this competence itself. (p. 3)

. we use the term “grammar” to refer both to the system of rules
represented in the mind of the speaker-hearer, a system which is normally
acquired in early childhood and used in the production and interpretation
of utterances, and to the theory that the linguist constructs as a hypothesis

concerning the actual internalized grammar of the speaker-hearer. (p. 4)

Chomsky (1980) T, = OEEBRIEIZIERHE N TV 5,

We must be careful to distinguish the grammar, regarded as a structure
postulated in the mind, from the linguist’s grammar, which is an explicit
articulated theory that attempts to express precisely the rules and principles
of the grammar in the mind of the ideal speaker-hearer. The linguist’s
grammar is a scientific theory, correct insofar as it corresponds to the
internally represented grammar. . . . It is common to use the term “grammar”
with systematic ambiguity, letting the context determine whether it refers
to the internalized grammar or to the linguist’s theory. The practice is

unobjectionable but may lead to confusion unless care is taken. (p. 220)

Chomsky®D¥% 2 Tlx, Tk & dcompetenceldZ )\ b D/ZE V) ET
Waelfo TWwbDTHLN0, FlFEIMES LFLcompetence T 5 /LHY
WEZDLDODIXTHDTHY, grammar& ) FEOBIRIZERVED S - T
LIEDLRVDTH b,

L2 L, grammark 9 3B, AL E TV A EEEES NS Sl
Rk FREFE SRR L7230 & v ) BER & EBIIIMNICFETE T A 30k E v
IERD2ONH o ThlEDLRVEVSTYH, 20220 LENH—D b D2

pl
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Bpo7200h ) BEDE L 5 DIEMRTH D, ChomskyDRiIEIE, [T
FEFEIMED = WAL SN0 (7% b Beompetence) ] ThH b L
ML, [EREFEDMES L =N E N30k v ) I Ic M 24 (£
TWIZETNVTHY, EETLILHREIFELRLEDOTHLE V)T L) WigE
EWZVOLRETH), LEOLHEREOMEL L Tags it T E7-0
THhbo HDHWIE, A GHSLEZDOS OPHFEL RV EE X LWRED
WhThbH9)o performancelIHNIHFTET 2 LA o TITDNLIDTH S
Mo, ZOFHFEDOENCINIELET 00 E ) MEIFFICEI 2 HE
ThY), ZOLEDLIIFELLED M D competence & performance D R % & <
LEMOFLTHS72DOTH 5,

ZLC, Chomsky?D3ikld, (DHEEMEZR WO T, LHETENZ FF
DOXFERHEL L9 &L LT, ChomskyVOFiEFEEAME O F 3 & i
FL, ERSGEZWA WA LRBRAN LGP TN 2 LIk 272D TH b,

2.3 W2 L TcompetenceDET IV & DL L hr—F ik FIdH
REVETH H—

competence & performance® BAFRIZEY L Tid, MO ERED Z A1
&, EOLHEFEOMEL LTHLELNTEZ, Thbh, SEEEN
competenceDE 7V & L TIEZE L 72 S0EDPARBIIMANICH 5 D, H 5T,
SIEFE DR L7 CED TR A PSR L Th o T b 30k (b LI
WIZERDH B ETIUL) E—H—DEETL2ONEINEV) T ETH
%o ChomskyH &%, —H LT, WEOLHEREIIMEICT 248 TR wE
FHELTVW5S, Chomsky (1980)1F, KD L ) 1B TW 5,

What is commonly said is that theories of grammar or universal grammar,
whatever their merits, have not been shown to have a mysterious property

called “psychological reality.” What is this property? Presumably, it is to be
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understood on the model of “physical reality.” But in the natural sciences,
one is not accustomed to ask whether the best theory we can devise in some
idealized domain has the property of “physical reality,” apart from the context
of metaphysics and epistemology, which I have here put aside, since I am
interested in some new and special problem that is held to arise in the domain
of psychology. The question is: what is “psychological reality,” as distinct

from “truth, in a certain domain”? (pp. 106-107)

Chomsky?D#% z2 Tl&, performanceld, BIZHELEI N TS HIZIZR 2 %
W (HICRRZZWOTH L2007 Ty 7 - Ky 2 AThHD) RFHL
THEITENTNDEDTH S5, performance’ Bl T & 5 i 2o L+ 1
EIIE, TOLENT I v 7 - Ry 7 ADOHHENWH) LD THY, £
DOXFOLMEEZBEICT 2 LEZI 2O TH L, HREETT ¥ %

WIZHITE 2 HEROEELECHEICT L2 L2 VO LA LETH L, (K
FRAFOFIEEMETIUIL L OMIBLE ) FHHATEZ 205, D
TR0 T OELEZMEIZL WD THS.) ChomskyDB#7A 5 D FiRIE

FE, BSREETH Y, ARRFELFE L FETHIETUE L vwE v Z

ANHOFFEIEREIE LR UFETHETIE I wE W) 2 &iE, BAR
FTDLN TS L)L, F—F 2HMIZ, RIS, HEW, =L b
CHATE A REAHREBET I IVE V) 2 ThH D, il k%
RS IUE, LEOLWEEDZ E3EZHRLTLIVDTH D, TN
Chomsky2*—H L TERLTWVwLZETHDH, (£L T, Chomsky?hH45h
NCwoeiieF 72 61E, HACTHE T LAY M k2 T2 BKLTH
FNDLHNZEETH I I3 o wE LT, MEO.OHICHEET 5 30E
RRELTCELOTHS.)

ABCSCEIEGR TR Z OBAME L W) OPEFICEELFEHTHLDOT, &
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DML OWTEBE L IRED TB L LEDH %o Chomskyld, FinFlLHA
BHETHLEFRLTWLZDOTHL00, FHFHEFOBEA, S HMEIZ OV
THEFLTBI ), 2

Hempel (1966, pp. 33-40)12 K UE, BRFTIE, & A0GH1E, a3l
F9 2RO EDB L VR, FELOMEESL W, SHEMESE. B E, £
DATHANER e o 72 LT — & ZHATEIUL, ZNRETZEEIEHV
Tl b 61T, ZOMGHABIO XY WG B 6 AR I X
ENDHLOTHIUL, Tz, ZHEMUIEHZ LIk b,

% LT, Hempel (1966, pp. 40-45)I2 X UL, o EME 2oL L 51D
OFERNLHAE(simplicity) TH b, 2F D, FUHPHOT—5 2HHATE 2
WP EEMED 2356, ROHEMELOZELWRHLEEZ 2D TH 5,

HA o %2 E 203 2 BHIZHMEIIE T E 2was, 220 o128
EZONA, 120, BRIGHEM TH D L W) EETH D, Hempel (1966)12
IR, ZLOMFEPEROERZANIHEMTH L LV HFERFEEZEIIL T
Wb,

Many great scientists have expressed the conviction that the basic laws of
nature are simple. If this were known, there would indeed be a presumption
that the simpler of two rival hypotheses is more likely to be true. But the
assumption that the basic laws of nature are simple is of course at least as
problematic as the soundness of the principle of simplicity and thus cannot

provide a justification for it. (p. 42)

bHEAHA, TNIEE EETH-> T, BBRIICIELLS N EHTTE 2V,

b 1IOOEBOTIE, B HEAM R, AL RRESE VN E ) T ET
%o L, KarlR. Popper®d#E 2T Y, Hempeld Popperx 5| H L Tl
HLTwWa,
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A very different view has been advanced by Popper. He construes the
simpler of two hypotheses as the one that has greater empirical content,
and he argues that the simpler hypothesis can therefore more readily be
falsified (found out to be false), if indeed it should be false; and that this is
of great importance to science, which seeks to expose its conjectures to the
most thorough test and possible falsification. He summarizes his argument
as follows: “Simple statements, if knowledge is our object, are to be prized
more highly than less simple ones because they tell us more; because their

empirical content is greater, and because they are better testable.” (p. 44)

Popper (1959/1968)1%, FH#HFIE, MAET RE(verifiable)Ze d O Tid % <,
SCRETT R (falsifiable) %2 b DT { TE AR bV E FRL T b,

Theories are, therefore, never empirically verifiable. If we wish to avoid
the positivist’s mistake of eliminating, by our criterion of demarcation, the
theoretical systems of natural science, then we must choose a criterion which
allows us to admit to the domain of empirical science even statements which
cannot be verified.

But I shall certainly admit a system as empirical or scientific only if it is
capable of being tested by experience. These considerations suggest that not
the verifiability but the falsifiability of a system is to be taken as a criterion
of demarcation. In other words: I shall not require of a scientific system that
it shall be capable of being singled out, once and for all, in a positive sense;
but I shall require that its logical form shall be such that it can be singled out,
by means of empirical tests, in a negative sense: it must be possible for an

empirical scientific system to be refuted by experience. (pp. 40-41)
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IR E 2 BARN R B 2 25075 & [T RTOHBIZEV] &) G-I,
IFTHLECAHEIFETIUIHES G TH L L RS, HEsIhb
DTHbB, T, THPlHERZAIEL] W RFUIKGEDO L L9 23w
DO THEDIRH L IZFBO LNV DTH S,

Z LT, Popper (1963/1965)I25b¥ 5 &, HimL 5 0ld, —kYLED
bOOFDFFETMFEMEAE VL, F72, Hilize b OO F A RGETT REMED E o

It can be shown that what is usually called the simplicity of a theory is
associated with its logical improbability, and not with its probability, as has
often been supposed. This, indeed, allows us to deduce, from the theory of
science outlined above, why it is always advantageous to try the simplest
theories first. They are those which offer us the best chance to submit them to
severe tests: the simpler theory has always a higher degree of testability than

the more complicated one. (p. 61)

TlX, COHMMEOFIL - KEETREM 2 AR CSUEIL L) EX TEZOTH
59 Mo Chomskyld, ARCHZIRIE L0 2 2 0 & Bk o JF3 % &
ML C& 720 Chomsky (1957)T, AERCCHEIZEHIO FIEOE % HIZI123
% & ChomskyldEH L T, FHlOFNHE (£, #ES N TV HEEMED L
EDOS—FEN TN LDENMT I ETHD, L TEDORERDENAEL
L CChomsky (1957)IZHAME% HIFTWEDTH 5L, Hliz LEIENLTH
LDTHALN, ZOHEDsimplicityldsystematicZz b, DF ), LiEek
WHAMCTH 2 LB H L, IO HMIZ % o 72 2 & THOERGAHEHEC 72 -
TIEREDTH 5,

.. we shall try to show that the simpler grammars meet certain external
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conditions of adequacy while the more complex grammars that embody
different decisions about assignment of sentences to the kernel, etc., fail these
conditions. . . .

Notice that simplicity is a systematic measure; the only ultimate criterion
in evaluation is the simplicity of the whole system. In discussing particular
cases, we can only indicate how one or another decision will affect the over-
all complexity. Such validation can only be tentative, since by simplifying
one part of the grammar we may complicate other parts. It is when we
find that simplification of one part of the grammar leads to corresponding

simplification of other parts that we feel that we are really on the right track.

(pp. 55-56)

Chomsky & Halle (1968) T, HfhZ#Al (ZEN TV A5 OES D%
WHHD OB D EREENICEER LR ER L TR LB RHEN TV,

(9) The “value” of a sequence of rules is the reciprocal of the number of

symbols in its minimal representation. (p. 334)

The only claim that is being made here is the purely empirical one that under
certain well-defined notational transformations, the number of symbols
in a rule is inversely related to the degree of linguistically significant

generalization achieved in the rule. (p. 335)

HEROCENE, competenceDE TNV Tdh 5 LR T 5O HETH 505,
HARFEPHEM T L Y P 2B E B R L a2 L )18, Aondsys
b, HMTHRBTILA Y Mz BRI UL O TH 5. BIFEHRA
ANHTH L0 EVoT, MMAFEELEZZLETE S BVDTHL,
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Chomsky (1975)1ZIKD & 9 12T 5,

What is postulated is that to know a language is to have a certain mental
constitution which is characterized by the linguist’s grammar. There is
nothing mystical about this approach, contrary to what is sometimes believed.
It is precisely the approach that would be taken by a scientist or engineer who
is presented with a black box that behaves in a certain fashion, that evidences
a certain input-output relation, let us say. The scientist will try to construct a
theory of the internal structure of this device, using what observations he can
as evidence to confirm his theory. If he is unable to investigate the physical
structure of the device, he will not hesitate to ascribe to the device a certain
abstract structure, perhaps a certain system of rules and principles, if this
turns out to be the most successful theoretical approach. There is no reason

to adopt some different standpoint when the object under investigation is the

human being. (p. 304)

I

SFEE, BT L Y MR oRR 2T 2 BIsR X L woTh D,
ZFOYFEIZ OIS 5 L) ODChomskyDE R Tdh b0 * % DR
WEFHEE, ChomskyllfEwy, LHEFFHEFOZ LI3EZ T, HiTL A
I EORBIIHEELCEDOTH D,

3 competence & performance D BfRIE & D X ) ITHZES LT &
727

competence & performance D BItR % & " % G 0O L SEIE D [B#E %
DL TITbNTE 72, 2F ), SihFHE HcompetenceDET I & L THES
T % CEDERBE Zperformance THEA SN TV E D E) L) HETH
%o Z DiFErm D Hi%E T X Derivational Theory of ComplexityZ: DT, Z OPGG
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2O B b TV ),

3.1 Derivational Theory of Complexity & {&
EMFEOLELLHEHAEVEHLETHHEIN TV S EHET S
LiEDOBRIZO WV T ORI OB A Miller & Chomsky (1963) THE S 7z
Derivational Theory of Complexity (DTC & B3 (JRADHEHMEEDETR) TH %,
7272 L, Miller & Chomsky (1963)idDerivational Theory of Complexity & \» 9 H
FEII o T, 18

COMEZEIC LT, SHYEOXELLHEETENSHLHTHH
NTWD LET 2 EOBBRIHEONTEL L W) BELHLDT, T
O A EMRL TUIOE L SHUEORRREM LA Z LIETE R 72721,
C DM R D < B 1970412 H80EAUT S A T LD T, &
% (transparency) & VI EEIZH E N FEH SN TE LT, b o E60E0LHYEE
TEOME (FEFEOEPARBIIWMANIERET 200, SFlLHETI O
EVFHENTH 20V E) & LTERSN TV A,

Miller & Chomsky (1963)1%, ZTE % 521 F 72 L O O BE O 54T O TG 73,
W SN OENETROME, B, B LT 5 2 LRI hiud, &
EEDET IV ORLHEDNHED HLb LR RT Wb,

The psychological plausibility of a transformational model of the
language user would be strengthened, of course, if it could be shown that our
performance on tasks requiring an appreciation of the structure of transformed
sentences is some function of the nature, number, and complexity of the

grammatical transformations involved. (p. 481)

SN TIREARN 2 Z L2000 2w T, LHEE SO (Harley,
2014) D BARIY il & - 7232 ACTA L Do
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Harley (2014)i%, 9, Derivational Theory of Complexity & X & 9 |27
LTwb,

The idea of the derivational theory of complexity is that the more
complex the formal syntactic derivation of a sentence—that is, the more
transformations that are necessary to form it—the more complex the
psychological processing necessary to understand or produce it, meaning that
transformationally complex sentences should be harder to process than less

complex sentences. (p. 11)

Harley (2014)1Z X 411E, Derivational Theory of ComplexityZSE 5k L TV % D
BRDE )% ETH D, FEFADER L7230 TE C O#E (2 ORR
WBEETH D) PNz oNLITE, TOLEERLZYVERT 572005
WO L < 72 1), BRI DS H 5 6

Miller & Chomsky (1963)IIfFHEHERATHONL TV TH 5. B
T, LOBRITERBEEICL > TRES NS LIEENTWDT, Lx
FVCHERT 27201218, ZOXORBRESE D> SR 2@ (LI T
#8519 HHarley (2014)Tlddetransformation & \» 9 HEE2MlibHIL T 5%) LT
EREEE TG, TORBEEZEICIL CEZOXOEERBNRE T L L1
%ho L2 o, &L OEBHAPET SN TWEE, H#HT 528
HAIOB L WO THIES 5 DI R 5 E V) 2 X2k b,

Harley (2014)1%, @)L 2 OHEFHATIE LW & DEBRTHED D Nz & L
T, Miller & Mckean (1964)DFER % #4/~ L T\» 5,

Miller and McKean (1964) tested the idea that the more transformations
there are in a sentence, the more difficult it is to process. They looked at

detransformation reaction times to sentences such as (5) to (9). Participants
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were told that they would have to make a particular transformation on a
sentence, and then press a button when they found this transformed sentence
in a list of sentences through which they had to search. Miller and McKean

measured these times.

(5) The robot shoots the ghost. (0 transformations: active affirmative form)
(6) The ghost is shot by the robot. (1 transformation: passive)

(7) The robot does not shoot the ghost. (1 transformation: negative)

(8) The ghost is not shot by the robot. (2 transformations: passive + negative)
(9) Is the ghost not shot by the robot? (3 transformations: passive + negative

+ question)

We can derive increasingly complex sentences from the kernel (5). For
example, (9) is derived from (5) by the application of three transformations:
passivization, negativization, and question formation. Miller and McKean
found that the time it took to detransform sentences with transformations
back to the kernel was linearly related to the number of transformations in
them. That is, the more transformations a participant has to make, the longer
it takes them to do it. This was interpreted as supporting the psychological

reality of transformational grammar. (p. 11)

kernel (sentence)& (&, AJiEREHIAI & FHHZET (Affix HoppingZe &) 7217
TRESNLEEHOHE LD L TH D,

LEOFIHOHOBISLS) ~ O)F, S)2HONAT - THA S B %
TR OEANE 2, #H SN LERBAOKS L L, BB % 58
(detransformation) L C X OREREEIZ72 &0 75 < DIZFFH DS o 72809
DTH b
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L7 L, Harley (2014)lZ, Derivational Theory of Complexity % 3Z#f L 72 V252
BRLME SN TVDE I LM LTV 5,

Slobin (1966a) performed an experiment similar to the original
detransformation experiment of Miller and McKean. Slobin examined the
processing of what are called reversible and irreversible passive sentences. A
reversible passive is one where the subject and object of the sentence can be
reversed and the sentence still makes pragmatic sense. An irreversible passive
is one that does not make sense after this reversal. If you swap the subject
and object in (10) you get (12), which makes perfect sense, whereas if you do
this to (11) you get (13), which, although not ungrammatical, is rather odd—

it is semantically anomalous:

(10) The ghost was chased by the robot.
(11) The flowers were watered by the robot.
(12) The robot was chased by the ghost.

(13) ?The robot was watered by the flowers.

In the case of an irreversible passive, you can work out what is the subject
of the sentence and what is the object by semantic clues alone. With a
reversible passive, you have to do some syntactic work. Slobin found that
Miller and McKean’s results could only be obtained for reversible passives.
Hence detransformational parsing only appears to be necessary when
there are not sufficient semantic cues to the meaning of the sentence from
elsewhere. This result means that the derivational theory of complexity does

not always obtain. (p. 12)
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ZOEETIX, (10)D & 9 Zreversible passiveld, ZIEHHIZ 88 H % L
C, the robot chased the ghost& 9 REE) S & FRAEEE L 72 L ALIZ O EK & B
ffd 52 LN TERVOTLIBICHEM A D250 the robot& 9 A4
& chased &\ 9 BF & the ghost& ) ZFH A H UL, FELFHEZ BV HIT72
DOPITCORB LA FHEE L 2 Vb2 TH DL, (FiEs HIYGE
WH Bk the robot?Sthe ghost® 1B\ 7227724 &, the ghost7Sthe robot
RBWRITEBRINTEL202HTHD) LAL, (1D L Zirreversible
passiveld, FFELIEZ L2 T (ENDPEFHETENFHIFEDR D DS &
CTH) FEOEKRD S 720 TLOBERA DA 5 O TREREF K- D307 5
ZWDTH Do the robotd ) FFiA) & water & 9 B & the flowers & V%
D B IR, water & W) 474 & AT ) Fidthe robot L 22 W5 TdHh %o the
flowers VKL D 2352 L3RV DTH S, L7225 T, Derivational Theory
of Complexity(Zirreversible passive DB ICIZRI G- L 22 & 127k B0 LD
FUIMREEM ST T2, BEREHOAM L TITDNLDTH AN 5, ek
PVEDOBRENMETZ T TERRLEOBMEMEIEHNTE v ) T Eilk b,

3.2 Derivational Theory of Complexity % & <% infiy
3.2fiClX, Derivational Theory of Complexity % & <" %22 D E % 7 ffam &
Y ¥ %, Bresnan & Kaplan (1982) & Berwick & Weinberg (1984) Td %

3.2.1 Chomsky (1965)? {7 Lunrealistic T & % —Bresnan &
Kaplan (1982)—

competence & performance® X5l L, FEEFH DHEZET 5 3 {FILcompetence
DETNTHDL (Ffz i, ZOXHE A performance TN TS &
W) 2 &% BAHY) L) ChomskyDFE X FIH LTIL, HT ALt
T 2303 5o BEHIT 25K 7 1355 Bresnan & Kaplan (1982)?% %o
Bresnan & Kaplan (1982)i%, competence & performance® [X 5] % & U 4 B2
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LIERL 2T 60w bDOTH L, 16

Bresnan & Kaplan (1982)i%, % 37, Chomsky (1965)TailB &L Tw 3%
competence & performance® [X 5] % competence hypothesis & %O THA L 72
12T, Fodor, J. A. etal. (197)ICE K LT, ERCUEIZEZEFHHEHOLMIC
EETLETNVERRTECORVERH L T, T

A longstanding hope of research in theoretical linguistics has been that
linguistic characterizations of formal grammar would shed light on the
speaker’s mental representation of language. One of the best-known
expressions of this hope is Chomsky’s competence hypothesis: “ . . . a
reasonable model of language use will incorporate, as a basic component,
the generative grammar that expresses the speaker-hearer’s knowledge of the
language . . .” (Chomsky 1965: 9). Despite many similar expressions of hope
by linguists, and despite intensive efforts by psycholinguists, it remains true
that generative-transformational grammars have not yet been successfully

incorporated in psychologically realistic models of language use (Fodor,

Bever, and Garrett 1974). (p. xvii)

Bresnan & Kaplan (1982)® Chomsky #4113 & 5124t { o Chomskyld, P¥5
HAGORGE L 72RO EE 2 MBI L 2 vwo LRIk, Sird
b HDDMER L 72 CEO LD EAEZ IS 5 BEIE W EF > TV A7,
COFPTERTITHLEVIDTH S,

In response, Chomsky has taken the view that it is a mistake to regard
“psychological reality” as anything other than whatever linguistic theory
is about: “Challenged to show that the constructions postulated in that

theory have ‘psychological reality,” we can do no more than repeat the
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evidence and the proposed explanations that involve these constructions”
(Chomsky 1980b: 191). Comparing the linguist to an astronomer studying
thermonuclear reactions within the sun, Chomsky argues, “[I]n essence

. the question of psychological reality is no more and no less sensible in
principle than the question of the physical reality of the physicist’s theoretical
constructions” (Chomsky 1980b: 192). However, neither Chomsky’s response
nor the response of those who have abandoned the competence hypothesis is

satisfactory. (p. xviii)

Bresnan & Kaplan (1982)1%, Chomsky?competence hypothesis7 A1 122
FLVHDOTH D EMELTYH, FHREOLHERIZOWVTOLHESFHEEDH
JE L SREFOMEOMOA—H A ED L HIZHPETIUT L o b v [E
WY, ZLT, ik (competence)x (Chomsky?) Ap ST TRl ¥
5T EEAIFRE LTWDED5, LHEFHEFON L FHEROMIIA—I
ZBEDTHDEWH L T5b, (Chomsky?) AR TE BN % bk
T5IEDVHEENLZDTH S,

Granting that the competence hypothesis is desirable in principle,
though, is it tenable in fact? In particular, if we do maintain the competence
hypothesis, how can we then explain the conflict between psycholinguistic
studies and linguistic theories of the mental representation of language? This
is the scientific challenge posed by work on the “psychological reality” of
grammars, as presented by Fodor, Bever, and Garrett 1974, Levelt 1974, and
others. In response to this challenge, Bresnan 1978 pointed out that these
psycholinguistic studies presupposed a transformational characterization of

linguistic knowledge which could simply be wrong . . . . (pp. xix-xx)
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Bresnan & Kaplan (1982)DChomsky#tH 13 S 51288 < o SLEDLIYFELEIS
BRI A ¥ BRA LSS o a— v REEY, SEEEL, SEICH
T 5 HIFEAMT S 22 OfF L FOMMEE O TLMIZRRINTWE 2 L
Beo TW i\, BEbNTWADIX, ZONMRSEN#HONED, LT0
RIS T A& (B 5 AR A IECEN D OEIEIS X 2 HE) 7215
(2D 72Chomsky DIRME$ 2 L ClLME)ICRi SN T iwnwZ & T
Hbo EEZODIE, FHFED, BOPRET 2 LLEO5T L LEEFEFE
DM EFETELPEIDTH b,

The cognitive psychologists, computer scientists, and linguists who have
questioned the psychological reality of grammars have not doubted that
a speaker’s knowledge of language is mentally represented in the form
of stored knowledge structures of some kind. All theories of the mental
representation of language presuppose this. What has been doubted is
that these internal knowledge structures are adequately characterized by
transformational grammars—or indeed, by any grammars that are motivated
solely by intuitions about the well-formedness of sentences. The challenge to
Chomsky’s theory is not the philosophical question that he addresses (whether
theoretical constructs correspond to real mental entities and processes), but
the scientific question (whether these theoretical constructs can unify the
results of linguistic and psycholinguistic research on mental representation

and processing). (pp. XX-Xxi)

Chomsky®D & 2 Jji%, SlEFHEVRET D LEPSHMEMA 2 REIC (2
T, BMCHBEREGT) HHTENEENTLIVENIFDTHD
B, FOEZHIE, BE7ZBEORDDL L) BV LNEEOMETH D L,
Bresnan & Kaplan (1982)I35 9 o
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On Chomsky’s view, then, a grammar is psychologically real if it
contributes to the explanation of linguistic judgments and the other verbal
behavior studied by linguists, and nothing more need be said. This, however,
is a much weaker conception of psychological reality than we would like. (p.

XX1)

Bresnan & Kaplan (1982)1%, 22 O 57> 5 Chomsky Z #LH] L T\ %, 5112,
S ENEBROTEMH COOTUENAIECEN 2O %% &) &FAT
EBLEZTWLLHEL, FLFINMELL THRio T3 0L LM T 54
HEwenw) e Thbo &5 LESHDVFHEFWICEHES T ON TS
V) B2 TIESCEO DI EREZ IELLTE RO TH b,

First, linguistically motivated descriptions of a language need not bear any
resemblance to the speaker’s internal description of the language. Therefore,
one cannot justifiably claim “psychological reality” for a grammar (in
any interesting sense) merely because the grammar has some linguistic

motivation. (pp. Xxi-xxii)

£5212, Bresnan & Kaplan (1982)l%, competence hypothesis& V29 DL, &
R OB S A RO T 5 7217 T {, IRE SN TV 2 FEEH#D
FEEOFHLHE L SHEAORMBRE L D EO X ) ICHESIT 5N D %3
ATERITIUIR SR WEEZTEY, ChomskyD LFELEDE 2 I, =
DX THKD L HEPSHBL TV LT W2,

Second, the concept of competence has often been abused; in the above

argument, for example, it now appears to mean that a linguistic rule system
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need not play any role in any model of performance. But the true import
of the competence hypothesis is exactly the opposite: it requires that we
take responsibility not only for characterizing the abstract structure of
the linguistic knowledge domain, but also for explaining how the formal
properties of our proposed linguistic representations are related to the nature
of the cognitive processes that derive and interpret them in actual language
use and acquisition. Chomsky’s current conception of psychological reality
represents a retreat from this more ambitious, and scientifically far more

interesting, goal. (p. xxii)

ChomskyZ2SEiRT 5 & 9 2 HAEOILECIRE SN0, AS2BA°

EZTWDLERTOLNELEZ KL DDA L, Bresnan & Kaplan (1982)
WEERT Do IR LAY b THEHBEMIZSEED W CHAOERTL.08
FHEERLIGEEIMET 2DIEIEL TH A, 72 21E, FEBIEHEZTS
EEIRTEN E B BOLNTIINA LIZFETH 255, WME TR 5722
KIS & FHRENPOTETNLDTH D,

But simplicity is itself a theory-bound notion; as Chomsky 1970 has argued,
the choice of a simplicity metric is made on the same empirical grounds as
the choice of a theory. Moreover, it is easy to imagine even highly elegant
and deductively satisfying rule systems that lack psychological reality in
the sense we would like. There is evidence, for example, that the standard
mathematical axiomatization of arithmetic differs from the system of
conceptual competence that children display in counting (Greeno, Riley,
and Gelman to appear). Although the two rule systems may be extensionally
equivalent, it appears that they are built up from different sets of basic

concepts and procedures. If this is so, we would not want to say that the
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standard mathematical axiomatic system is “psychologically real”; for while
it does describe the conceptual structure of the knowledge domain, it appears
to differ in essential ways from our internalized characterization of that

knowledge. (p. xxii)

%%,Y&@@%%E%i%?%tbc I, SEEH#OSETRS (o
0, #LFoOBEKIIEDVTHE % competence®E 7 )V & Flil T 1LUXZ D

%?»@b%%ﬁdﬁ%t?%%%d&wtwoﬂmmw®ﬁ%)ﬁﬁf@
%, FOEDGE L FOWNEL S N2 30E & RIET 5 RS E R O TH
5o EEFOBANEGL, T Ea— YRR LS 5
DEFEEMAED I NIUL, ATELSI Nk, 2R E LRT
570 ZOMED /OO BRLZIRMET20TH %,

In attributing psychological reality to a grammar, then, we require
more than that it provide us with a description of the abstract structure of
the linguistic knowledge domain; we require evidence that the grammar
corresponds to the speaker’s internal description of that domain. Since we
cannot directly observe this “internal grammar,” we must infer its properties
indirectly from the evidence available to us (such as linguistic judgments,
performance of verbal tasks in controlled experimental conditions,
observation of the linguistic development of children, and the like). The data
of linguistics are no more or less privileged for this inquiry than any other
data. The formal representations of linguistic theory, however, when joined
with the information-processing approach of computer science and with
the experimental methods of psycholinguistics, provide us with powerful
tools for investigating the nature of this internal grammar and the processes

that construct and interpret it. The methods and results of these different
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approaches can mutually constrain the form of a competence-based model of

linguistic performance. (pp. xxiii-xxiv)

% L C, Bresnan & Kaplan (1982)13, strong competence hypothesis % $2 459
LDTH 5o

a model satisfies the strong competence hypothesis if and only if its

representational basis is isomorphic to the competence grammar (p. xxxi)

b BEAA, I Dstrong competence hypothesis % jiii 72 3 SCiEHF1E, Bresnan &
Kaplan (1982)I2F D8 11E, Lexical-Functional Grammar (LFG)& 9 Z & |2
RBHDTHH)

72 ¥ Lexical-Functional GrammarCld, CEDOLEMLEDMEIZ 2 52D
MEV) ZEEFWT A0, WEIREED L L) 2 EDFNE
L2 uUE 7 672w, 121%, derivationalZe, & %\ d, proceduralZs, &5
W 1d proof-theoreticZz ETH ), 9 1213, representationalZz, @ %\ I,
declarativeZs, & % \»ldmodel-theoretic 72 {5 Td 5o Jackendoff (2011)i%, HI
H DL % step-by-step principlelZ 2D { 30, %3 O ik % constraint-based
principlelZ D { K LEMFA TS, 9, step-by-step principlelZHD < X
HOFHP L TH LI .

BIELTIZXYARDL - TUTTLATOLDREEZ R THLD, AL VI FE
FIHH EB& ) FEFEIHH 2%Merge S 1L T{A, Bl & W ) flAB DEDRE S L
bo WIZ, TOA,BYEFIDOCE ) Fh#HIEE #Merged 50 2D X H I, U
B 2 B> CTIRE SN TV, L72A%5 T, step-by-step principlelZ#D <
DTH V), derivational, @ %\ %, procedural’z D TH 5,

Another tacit assumption behind Merge is that the grammar operates step by
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step: A is combined with B, then {A, B} is combined with C, and so on. This
leads to an inherent bottom-up order to building structure. In older versions
of generative grammar, of course, the procedure was top-down instead,
starting with S and expanding it. In either case, it has always made sense
to say one operation happens ‘after’ another, for example, that morphology
takes place ‘after’ syntax, or that material is ‘sent’ to PF (phonological form)
at the end of a phase ‘before’ syntax constructs the next phase.

(rhiig)

The notion of step-by-step derivation comes from two older traditions. The
first is mathematical logic a la Bertrand Russell and Alfred North Whitehead,
which constructs proofs algorithmically from a set of axioms. It came into
linguistics via Emil Post’s ‘production systems’, which Chomsky adapted for
linguistic purposes. The second source of the notion of algorithmic derivation
is from traditional grammar, which speaks of morphology DERIVING
a complex form from a stem, as though the stem has some temporal or
ontological priority. This approach has been variously termed ‘derivational’,

‘procedural’, or ‘proof-theoretic’. (pp. 599-600)

—7Jj, constraint-based grammar?{T ) DI, JRATIEZ% <, LOREEDNH
&I haeFzy 7L, @il(license)T 47T TH5D, LzB->T, 20
Wi Zrepresentational e D TH % o

However, the past twenty-five years have seen the rise of a widespread
alternative computational formalism, CONSTRAINT-BASED GRAMMAR,
which has been adopted by lexical-functional grammar (LFG), head-driven
phrase structure grammar (HPSG), optimality theory, and my own parallel
architecture (Jackendoff 2002, Culicover & Jackendoff 2005), among others.
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Here the rules of grammar simply license parts of a structure—each piece
of a well-formed structure has to be checked off or licensed by some rule of
grammar. This approach is sometimes called ‘representational’, ‘declarative’,

or ‘model-theoretic’. (p. 600)

Z LT, CALE OB I IXrule-based grammar & 1) & constraint-based
grammar® FHNHE G T 5 &9 D SJackendoff (201D FIRTH 5o STULHLIL
HIEF i (incremental) T, & A #8575 & MLEE L T W BRI CFI T & 2 ({0 T
LFIHT Ao constraint-based grammarTlE, ZOHIF O IZE L Cidim
P (directionality)ix 7 <, ZESHHEHITDH, top-downTd, bottom-up T,
REIZE o TR LI IZHHIETE, 22D, WOTHLHEHATRETH D05,
constraint-based grammarld Z DD MILIZ5H S D L VD TH 5o

I want to raise only one of these differences here: unlike a derivational
formalism, a constraint-based formalism lends itself to a direct relation to
theories of processing. The current consensus on sentence processing is that
it is deeply ‘incremental’ or ‘opportunistic’: the processor uses whatever
information is available at the moment, whether from phonology, syntax,
semantics, or discourse or visual context, to build hypotheses about what is to
come in the sentence and the sentence’s likely interpretation (Marslen-Wilson
& Tyler 1987, MacDonald et al. 1994, Trueswell et al. 1994, Tanenhaus et
al. 1995, Gibson 1998, Cutler & Clifton 1999). As observed in Sag 1992 and
Sag & Wasow 2011, a constraint-based grammar is ideally suited to this sort
of processing, because constraints have no inherent directionality and no
inherent ordering. They can be applied starting in phonology, moving through
syntax to semantics, as in language perception, or the other way around, as

in language production; they can be applied left to right, top down, or bottom
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up, depending on circumstance.

The competence theory then is a theory of what structures are possible in
principle, and the performance theory is a theory of how those structures are
built in real time, using the rules directly. Such an approach has been central
to LFG parsers since Ford et al. 1982; Jackendoft 2002: Ch. 7 and Jackendoff
2007b show how a parallel architecture grammar (see §8) can be directly
implemented in processing. Thus, to the degree that a biolinguistically
inspired theory of language should integrate gracefully into a theory of
how the brain processes language, the constraint-based approach is not a
notational variant of the derivational approach, and it is preferable. (pp. 600-

601)

LEOLHELOMEHNE L S DI, I Drule-based grammar, 2% 1),
Chomsky DM LD TH %o LD D & A7 TR 2 #H LT3
ZIRELTWCDOTH B0, THER LHEEPRANTITDOIL TV L2000 E
I W ANMEIZ 7% A D TdH Ao constraint-based grammar TlX Z D & ) 7 30k
fEZRATD RO T, EOLHFELEOMBELI A U\ TH S, Bresnan®
Lexical-Functional Grammarldconstraint-based grammarZz @ C, 3L LA FEAE
DRI VWE W) Z LR D TH b,

3.2.2 Type transparency—Berwick & Weinberg (1984)—

Derivational Theory of ComplexityZ D b DIILFFTE LR NWEEZ LN TE 2
B3, SR &SRB OB S 2 OBRDH B L) E X BRITEEIR S
TV, £ LT, 2ok E B o BLROBIZEIZ % (transparency)
LV EEEEAL7-OALEEHEY T L (E RSN SBerwick & Weinberg
(1984)Td 5

Berwick & Weinberg (1984)i%, F ¥, FEEROIHIF RS & A BOUHE R O
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BEELBENE, SHEEHOLENERETSH L, AHMoRE CUEORMAD
representation) DFF & HIFROWI (ST OH#EY &0 L5 IZFIH
T500) OEGGOMOERGLDOLHY) THo72n5, FERITUULEZER L
TOVLHIZOWVWTIRIEE A LD o TRV EBIL T2,

A key point of contact between experimental psycholinguistics and the
theory of generative grammar has been the natural link between theories
of knowledge representation and theories of knowledge processing, the
grammatical basis of linguistic performance. . . . very little is known about

the machinery actually governing sentence processing. (p. 35)

Z LT, Sy o R UE L7230 & SRFLE OB, i b
BTILEHFTAZHATENE, RESN TV LEHLEOE TN I
T&2 L, SHRFEDVIGE L EDLCHFEL TN T M E B 25D T
Hbo

H[l[l

nll“
HP‘1

As a starting point, it was hoped that the theory of grammar could fill in
some of the details about how this machinery worked. It is easy to see the
logic of this. If we could show that independently justified grammar plus
some processing theory could predict external behavior, then we would have
some support for the proposed processing model, and additional evidence for

the proposed grammar. (p. 35)

MAZ L CIESBLS N E T VDDA, TN EFIET 5 30EFHERT
LHIENTEEDTH %,

We ought to be able to recruit sentence processing results to tell us something
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about what the grammar should look like. If we had some independently
justified parsing model, we could reject grammars that were incompatible

with it. (p. 36)

Berwick & Weinberg (1984)i%, FahLI o BLFG T HE 72 S0k O #EIR %
FIRTE eV MEICHSTEH oL b HRHEIL competence
performance?”’S T & 2 ZZIFHEZMWIZEBOITONLZ L THB E L) AT,
Miller & Chomsky (1963)®#i, 2% 1), Derivational Theory of Complexity % J{
D EFTwa,

Nonetheless, the simplest answer to the second question [can we use
the theory of parsers to constrain the choice of possible grammars?] is
that competence and performance are connected as directly as possible.
This answer was tried first. Miller and Chomsky (1963) identified rules of
the grammar with computational operations of the parser in a one-to-one
fashion. This identification led to specific behavioral predictions, collapsing
grammatical with processing complexity; the more transformations needed
to derive a sentence by the grammar, the more computational steps needed
to parse a sentence. Again, this simple first attempt was the natural one. If
it had been correct, we would have learned a lot about the parsing device;
namely, that it was a serial machine that actively computed the inverse of
transformational rules on-the-fly. We would also have fresh confirmation,

from an entirely different source, for transformational grammar. (pp. 38-39)

otk B L7zMiller & Chomsky (1963, p. 48D #5IH L, #
DT CHTRD &I ICHB LT b Miller & Chomsky (1963)DHRZE T,
TR L PN P IETOT VT AL E LA LENTWE, T Eh
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A EHICH %0 TOWEITIE, CHEISHARE N T2 HHICHEE D
A PLRAEE, A7 D IERELS, TR ORISR S N HRETH D L\
I 5% 9. Berwick & Weinberg (1984)1%, 11 % type transparency & -5
CLICLZDTH S,

Miller and Chomsky’s original (1963) suggestion is really that grammars
be realized more or less directly as parsing algorithms. We might take this
as a methodological principle. In this case we impose the condition that the
logical organization of rules and structures incorporated in a grammar be
mirrored rather exactly in the organization of the parsing mechanism. We call

this type transparency. (p. 39)

Berwick & Weinberg (1984)1%, Z Dtype transparency D z i IXEIKIIIZ
CIHRTEDTHA ) LT 2, ORISR & IEHT O BLER I
FOBNZEZNBARYEH L RETH L L) LEMEDS, BRSHEO L
FREAT 2 D AR ERHBRT 2 FEROF > T4 Y OWEH L) o Tn
LONEENPOLERETNLILICDTHENLTH S,

The intuitive appeal of the type transparency condition is easy to
understand. The demand for a direct relationship between the theoretical
objects of grammar and those of parsing would seem to allow experiments
that tap into actual online processing to bear equally directly on the choice of

both grammars and parsers for natural language. (p. 39)

Crocker (1992)Dtype transparency Dl & 5t tr & CDOZ E K b b,

The Strong Competence Hypothesis holds that the process model must make
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direct use of the principles of grammar (as defined in the theory): what

Berwick and Weinberg call type transparency. (p. 4)

SEDEHOT N T) AL L LTHENICAEFILI N zbD L) Z L,
SHEAEOETNVACGEOFEERFHAN L 20 F FEZMEHT L L) 2 ET
Hbo LIcdo>T, CEENTHERT % 0EOMIZEREN 2 IR S 5 7
EIME, EBICL o THEPD LN THEE NI 2 LTk D,

Berwick & Weinberg (1984)i%, Z ODtype transparencylZ B L T U724 C,
DTC% {378 2 EBH R I 2R 240 RIEZ L T b, EHRRZ O
bR, EBRT— 5 25 H, BEENREILE WO &5 »
B & Z U 5 B OB R 5E) Th 5,

Question the theory of grammar. Either transformational grammar as a
whole is wrong or the individual transformations contributing to results
disconfirming the DTC are wrongly formulated.

Question the behavioral results. The experiments disconfirming the DTC are
irrelevant to the theory of online sentence comprehension.

Question the notion of direct realization. The direct embedding of a
transformational grammar into the online sentence processor is wrong.
Question the complexity measure. The direct association between unit time
costs and sequential (serial) inverse transformational operations is wrong. (p.

46)

ZLTC, ZZTIEHMEERT 5, TNENOMIRO BN L RE %
WL OPREIALTWAD, 72& 21E, Bresnan (1978)%°Fodor, J. A. et al. (1974)%°
Berwick & Weinberg (1984)H 5 DIRETH 5,

%B, BB LTIX, KOFEAFHTHELLHLE S0
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4 IO TSR O R O EIE
4.1 SCEOCHIFEAED S 3 & RN 8O M O EI R~

competence & performance® BIfRI%, AR CEOFI D Z A%, competence
DLFELEDME (performanceld, FEEHIFIEFENRET HEL i T
BITENTVL00E) 2OME) 2HESICL TERSNLOTH L5, Bl
TETIE, 30k & BT #(parser) D W O EIAME ORI GEFEIZE L CTIZERICH
HT2) ELTHERSINT WD, DF ), SHUEBEIMAIIATELS L
LR LD XS ICHH L CW A 00METH L, EHOHIRTIE, B
ETIE, SHFHEORET B EDPHANIZELT 0L ) L v ) LFEo.G
WELEOMEISEVERINT, LA, CEPWMNICFELT S LI FI
RCTHEMPENTVD EEDbND,

TIE, 9, BTG E A OFM S50 X9 o JRi#2004)7 5 DFIH
THPIT %

WEZTWo 72 AR ZFDOBERZE L R 7201213, Eifok X
L LD ICHEMEDSLETH D, 52N LOERIZH DL
B O(HGRE) WS BV LT, BRESNZEBICINEERT L L
WIHTEEND LAY IZTbR TV LU, ZIUIHEIIC, L
b, BERTEZWVIEILEOHS THEMITDONTVWD W) 2 LIk
b ([R7zb3Chbhrbleiwvr] EloTLEHIFEIW, 22T,
W BFET 572012, SEMEEMERLAMALT, 20oBERICH S
MBS 2 A L CH D I B Ao Cwa L HEL, oh
% fRAT Sx(parser) E SR Z E 2L X 96 (p. 203)

LB DA, WPNATPOEBEPHFAET A DI TIER L, oML TS 5
M DOMEERER B 7o b TV a2 —F DX ) REBIZ/ZEZTVWAEITT
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5o
Caplan & Hildebrandt (1988)Dparser® B 5IH L THB Z 9,

The processing models that deal with syntactic aspects of sentence
comprehension are known as parsing models or parsers. Following
Government and Binding theory and assuming a type-transparent relationship
between linguistic theory and the parser, we define the tasks of the parser
as assigning syntactic structure to incoming strings of words, assigning
theta roles (but not interpreting them), coindexing anaphoric elements,
and converting the completed phrasal constitutents into representations

appropriate for semantic interpretation. (p. 31)

AT SR IE AT SN2 2G5 57217 T, COBRMRIZ L v,

CITHEELTBPRINE RS W E1d, BirEd, SiEHEmTom
FHEND D0, SHENTLHHEINLELDLONE V) 2L TH
bo HHVIL, BHEOELLHMENENIRLE ST LEDH Y, Sih0E
e R ENEIUE L S TR H D DTH S ) Do

RO R © 12 CHER N R AT 5 EARET 2 O1%, HALED KR 2
LILLEHNHENIETHLD, SHEREAELZEEILVIETTH L, 12
DI L 1O ORI CEREOEL (GEILZ S BTl bh s L 3n
12 LHEERIE L TWAIETTH D,

EBEOLESFHEFOMIE T, CELTEIZID Lk v &) RiiET
oo 722L, LHSHFCTEISHEENOMIEIZISHEVEATHLR VO TE
HCINTER S ED L ) I2fib TV 2 2 OifF5eId A7 ve T L 72 )K
(2004) b Caplan & Hildebrandt (1988) % 5 aHELH CHEH & 1 2 T35 & FiIde &
LCwa, DHEHACLELBTROMOERELZMEICT S L 2L, &

W, SRR BTN S EO X ) ISHH T B IR B D

i
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THhbo
4.2 S &R RO M O FE B

ZNTIE, SCREBIOMOBHEL IZE I V) T EFPEEIZLTB L,
L E TR O M OFEAYEL, AR (19953 D & 9 IZFHBH L T 5,

9 [EHL CAXENTEE & SOEPEWCICHTE RS 2 LT
WZHDbEN)ZETH D, (p.78)

( v

(Dc\‘
% w

COBGRPIE LIFIUE, LEEZOREETLEEEY 2 — VAo
—MRFBHEY 2 — VLM (2L TBEHL, EWIZHERERS
BWE)FERETHEVHIIRRDIEL W ETFHEINS, %51,
F P ICEAVLEAICETE L 2 T AUERT B I 2 O SCER R Z T b
V) FRIZE D LW 5 TH D (p. 89)

S L RITER O OBROZAMEZ EIZ T 5 L) T Eid, SUEDPIRA
WCINTELENTHAET 2 (3 HHAE I 59 IS TV S 2IA
HTHLH) LI REITETH Do WIEAL ST 2 &N 871330k & FIH
TELRWHRSTH D, 72, AN E>TWDB L) IS, MR L
ZFHL TV EBRTEIUEL, SCEDHAICATEL SN TnE 2 LI 7
%o

T2, PETEE G, [EiEoFML] CRBEWAZ RO X ) I2MHL Tw b,

EIE ATERIC X DRI SRS, SORICEEER IR L AT
b b MBI CHTBEAIVRT L B Y, MTEHI 0L
HaH#EZ0FTORTHRELTE Y, SGEARREZ HO FFITICE -
TX VL 72) IZEIRR (compile) L TR L TW A D Tld e v, Y-
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PG E 72 ORI & £ OBy - BARR 2 R (T 7 v 3) X 4)
(& 2 & 9 12EW(transparent) % BIFRIZH 5 & 2 B 15 D T(Berwick
and Weinberg 1984), MAREATIIZEDO MR T ZRET 25 2 L 12 X > Tk
HER A B2 2 EATTREE 2 B0

P2l AT L, EFERAFAAOBBT b N EY (D
T ) ZEVAHRER (NP trace) S E ENA0ED) v MEEE X Th
L 9o MURICHEERN 2 FERIIREN D OTIE R, FEFEILA
FIAVREE 2 AE S A 008 () EAGE L 2\ anly (AR
B OWITNOGHE S FEL % \ve Lo LIKEERIT I3 2 F50iE
RS, EHELDVEBIELW eI 52 LR TH S AL
AT ORI Z L SRS 5 L ER ONLERMT 714 3 2 7k
(cross-modal priming method)% F\V 7-FE BRI (F 721385 OFE
BRIZX A&, B EOWHIERR (WH trace)lZ 2\ TIXIEATRI O
% b(reactivation) 2SI SN 525, B L OZFAERRZ DWW T
HELZFHNLSHR SNV & v o FEEROJTERRE RO FERRIZH
D WELRO VDY, TO L) REBRERPIELVWETLE, £
CHOLAFRE (B X OAFEWRE) 20608 LW IGERERO T
FTEEENL L) T EHTE D (Fodor 1989, 1995)s Z 9 L THEREFRHT
WhoElX, &0 &9 LGB HEN TS 2 2% 5l - RE T 5 HE)
MEERELY) ZDOTH L. (p. 150)

Mulders (2002)1%, FEHH TR 2 MR 2 £ v ) O HIYOELFHICT
H5N%, EIEOEHT, transparent parser& (L&) 9 b DO SHPIZIIR S
T,

The conceptual force driving the research presented in this dissertation

is the desire to construct a transparent parser. A transparent parser is a
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parser that uses only the operations that are available in the grammar. The
appeal of the idea lies in its simplicity. We already have a structure-building
operation defined in the syntax; this structure-building operation is available
to the human language faculty; and the null hypothesis is that the Human
Sentence Processor uses the exact same structure-building mechanism to
assign structure to incoming strings of words. There is no a priori reason to
think that structure building in syntax should be any different from structure

building during sentence processing. (p. 1)

Mulders (2002)i%, [EWHZ N ER &) DI, SCETHITE 2857200
AT LMD L THL] LE-oTWVDY, ZOEZHORKICH L
DIFHAET D o [Heakam |l BT 2 M S LR th O g 3L & 7z
LRI O\ EEZ BN REE V] OTH D,

EHEE VI M e ) &, MBI, competence (i) &
performance (fEHT#F) DB EDOREEDFEIEDH 2 Db ) T &% -5
T %o (Mulders (2002)D¥561%, FRHT#ESOESFI T & 2 31E L 2 EH
LBRVOTHLNL, EHEOREIIMEICZ SRV, EEIEHLZOTH
%)

Lo L, SCEEENTaROMISERMEDLNSH L &) T LM EFERT 5 Dh
LB L TBLARLEDNH Do TR (19951, [2Z2TEH [EH] &3
W & SCEDPEWICHT 2R ENTELIREICH L E VW) ZETH
51 (p. 1T TVDLY, NTEEE LENPBEVWERLZIENTEDL L
FEIVHIREDOZ L LDTHA ) b

RIZ, SEFEOLELFRL L OPLESCHEE L THMAICHELL TWw 5
ELEDH. COWE, XD HFT, SiEEEONEOLOREL o
72 A LIRAEDBEDSHATITHONTODEDTH S ) Do ZOWEIL, RIT
a GEEREHEOM A THEHINDL L L) &, LHXEETZEOF FHAL
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TV I Lilhbde €9 Tld% <, BITELOHLEE SR L TW 57217 T,
RN ST OB S E MDA N Z XA TLEFEFH LV IEL TWAEDTH
59 e LB LN EOM OFEW ML FIEIC T2 & &2, EIME L 3T
I L TB 2RISR 5 kv,

4.3 competence?® HI-language”™, performanceﬁ‘ IBparser’\

COXFELBNEOMOBEBEOEREDOMEZ R L 51213, T,
ChomskyH & ®performancellxt 3 2 IF O LAz HTE2RIT R 5 &\,
Chomsky (1965)Tld, ##k &, performance % “actual use of language in concrete
situations” (p. )& LWL TV ws, I =<1 A b - 707 J LD
|27 o TChomskylperformance & \» ) F7E % Chomsky (1965)D % @ & (33 9
HRCTHAT2 L)1 0720THb, 2L T, XOKMPEMRICBHL T,
fEAT S (parser) DAFAE & RO TV 5,

4, Chomsky?icompetence &\ ) EH & bR o/l EALRTH
{s #107T, Chomsky (1965/2015)?Preface to the 50th Anniversary Edition7* %
KO—HixGIHLTBW

The term /I-language was proposed in Chomsky 1986 to replace one of the
senses of the term grammar, which had been used with systematic ambiguity
to refer both to the I-language that is acquired and to the theory of that
I-language. The suggestion was that the term grammar should be restricted
to the latter sense, which conforms pretty well to traditional usage. The same
ambiguity holds for the technical term Universal Grammar (UG), which in
modern work has come to be used both for the human capacity for language,
an internal property of an individual, which makes possible the acquisition of
language, and for the theory of that capacity. Here I will retain the ambiguity.

(pp. ix-X)
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L OFIRASCHTE R 21T % Chomsky (1986)D 74243 A flFT 2 R IZ5
LTHL

A rather different approach was taken, for example, by Otto Jespersen,
who held that there is some “notion of structure” in the mind of the speaker
“which is definite enough to guide him in framing sentences of his own,” in
particular, “free expressions” that may be new to the speaker and others. Let
us refer to this “notion of structure” as an “internalized language” (I-language).
The I-language, then, is some element of the mind of the person who knows
the language, acquired by the learner, and used by the speaker-hearer.

Taking language to be I-language, the grammar would then be a theory
of the I-language, which is the object under investigation. And if, indeed,
such a “notion of structure” exits, as Jespersen held, then questions of truth
and falsity arise for grammar as they do for any scientific theory. This way
of approaching the questions of language is radically different from the one

sketched above and leads to a very different conception of the nature of the

inquiry. (pp. 21-22)

Z ZTClE, acquire & i17zgrammar® Z & % I-language & MR 2 & 12 L7z &b
RLNTW 5, acquire & AL7zgrammar & W ) DX SFEEEOERNEL I
T2 LED T L TH LD, competenceD T & Th b, (B kD, FEE
WZEER S N8 C & 5 7% &1, Chomsky (1986)Tld, E-language & Ff1E
NTwb, L2 L, E-languageldperformance® & & Tld7\r,)

HfE T, Chomskyl, competence: \» 9 FRE X H F 0 fili & 5,
I-languageD i & £ {9, F72, performance® \»?) FHBEMEKIE, HAETD
ERAEN TS0, ZOEREHChomsky (1965)D b D & 13FE 7> Twb, YL
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TC, performance& V29 FIFEARE D L) R ERTEbON TV A x L TA L
Jo
Chomsky (1995)T &, competenced \» 9 HFEILfEH £ 119, cognitive

system & performance systems & V) FHFEDSEH ST\ 5,

The Minimalist Program shares several underlying factual assumptions
with its predecessors back to the early 1950s, though these have taken
somewhat different forms as inquiry has proceeded. One is that there is a
component of the human mind/brain dedicated to language—the language
faculty—interacting with other systems. Though not obviously correct,
this assumption seems reasonably well-established, and I will continue
to take it for granted here, along with the further empirical thesis that the
language faculty has at least two components: a cognitive system that stores
information, and performance systems that access that information and use it
in various ways. It is the cognitive system that primarily concerns us here.
(i)

I also borrow from earlier work the assumption that the cognitive system
interacts with the performance systems by means of levels of linguistic
representation, in the technical sense of this notion. A more specific
assumption is that the cognitive system interacts with just two such “external”
systems: the articulatory-perceptual system A-P and the conceptual-
intentional system C-I. Accordingly, there are two interface levels, Phonetic
Form (PF) at the A-P interface and Logical Form (LF) at the C-I interface.
This “double interface” property is one way to express the traditional
description of language as sound with a meaning, traceable at least back to

Aristotle. (p. 2)
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COFMHA2 ST 5 L, language facultyld, cognitive system that stores
information & performance systems that access that information and use it in various
waysD2 DO DIEM IR ZHDO 2 L1275, cognitive system?23HH 2 TW
Bl ZEiE, FHRERPHRAAERC ERER T FHFOMREEOEST
& LHiEEH B (Lexicomx L L2 BERTL2OTHAH, LT, I =%
AN 7075 AORHATIE, MHE—DORERHEOEEIIMerge TH % 0>
5, cognitive system % Hi i 3" % D X Lexicon & Merge & V29 Z & 127 %, 72,
cognitive systemiZarticulatory-perceptual system (A-P interface) & conceptual-
intentional system (C-I interface) L HHEAEM T 2D TH LM 5, T 020D A »
5 — 7 = A A7performance systems & V29 T & 127 B,

PS5 ERDE )R DTHA ) Do

THE LANGUAGE FACULTY

COGNITIVE SYSTEM PERFORMANCE SYSTEMS

Merge

- articulatory-perceptual system
Lexicon (stores <

information) + conceptual-intentional system

(interact)

512, XOFEFRER M IZEY L Tperformance theories (performance systems
Tld%wv) OREMZFH AT VDL, ©

In the terms just outlined, we can consider some of the classical problems

of the study of language.

(2) a. What does Jones know when he has a particular language?
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b. How did Jones acquire this knowledge?
c. How does Jones put this knowledge to use?
d. How did these properties of the mind/brain evolve in the species?

e. How are these properties realized in mechanisms of the brain?

(rrig)

Problem (2c) calls for the development of performance theories, among

them, theories of production and interpretation. Put generally, the problems

are beyond reach: it would be unreasonable to pose the problem of how Jones
decides to say what he does, or how he interprets what he hears in particular
circumstances. But highly idealized aspects of the problem are amenable to

study. A standard empirical hypothesis is that one component of the mind/

brain is a parser, which assigns a percept to a signal (abstracting from other
circumstances relevant to interpretation). The parser presumably incorporates
the language and much else, and the hypothesis is that interpretation involves

such a system, embedded in others. (pp. 17-18)

Z ZTlZ, performance theoriesiZlanguage production & language comprehension
O, 2F 0, SiEMP(language processing)DHFHE SN TBY, ZTD
L9 BHEFHPVETH DL LB RENTWDS, (72721, Chomskyld, beyond
reachE S5 TWVAHEDE, L WZ ETIEHLIDTHADH,.) =L T, mind/
brain® 1O OREREFR & L CTparser ([EMTHR) 23 5 Lo TWnWb, 7272
L, Chomskyld, parser’®& D &9 % EE P BARIHINI L T, 2

Chomsky (2000)(Z1-language & performance systems®D 7> 1) 223 Wil A%
%o F9, IlanguageDiA S RTHR L H

The I-language is a (narrowly described) property of the brain, a relatively
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stable element of transitory states of the language faculty. Each linguistic

expression (SD) generated by the I-language includes instructions for
performance systems in which the I-language is embedded. It is only by
virtue of its integration into such performance systems that this brain state
qualifies as a language. Some other organism might, in principle, have the
same [-language (brain state) as Peter, but embedded in performance systems

that use it for locomotion. We are studying a real object, the language

faculty of the brain, which has assumed the form of a full I-language and

is integrated into performance systems that play a role in articulation,

interpretation, expression of beliefs and desires, referring, telling stories, and

so on. For such reasons, the topic is the study of human language. (p. 27)

I-languageldlanguage facultyD % EIRRETH LM DFFHETH 5 L B S
NTw5h, F72, areal object, the language faculty of the brain& \» 9 FIAH
5 b, I-language |&ChomskySHPIICHELE L T b &M% L TWw b ek
DcompetenceD Z & Th B I ED DM b, £5HII, its integration into such
performance systems that this brain state qualifies as a language & % Feal S AL T\
% ®T, Chomskyld, I-language (competence)? performance systems & fi A &
N7Z2Hb0L LTMMIZNTEL TW D EIREL TV 5 LIRRTE 5,

performance systems!3 KD & 9 IZHH ST 5,

The performance systems appear to fall into two general types:
articulatory-perceptual, and conceptual-intentional. If so, it is reasonable
to suppose that a generated expression includes two interface levels, one
providing information and instructions for the articulatory-perceptual
systems, the other for the conceptual-intentional systems. One interface is

generally assumed to be phonetic representation (Phonetic Form, PF). The
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nature of the other is more controversial; call it LF (“Logical Form”). (p. 28)

performance systemsid, articulatory-perceptualZs @ & conceptual-intentional
HdDD2ODY A TV, articulatory-perceptual system|Z[HH % et 3%
interface”’PF (Phonetic Form)T& ), conceptual-intentional system (|5 % 2
fit§ % interface/SLF (Logical Form) T& % o

COEZTE bBbAHA, IZXVRAL - TUTTLDEZTTH b,
Lexicon* B Y ) L 72755 H B O 44 Tdh S Numeration» 5 ihaelE H % %
F, Mergell Ko TREE L TXEMEEL, ML MEEZPFELFICED AT
DTH b

HEEITAREE, BRGSO E YD, PFELFICHEZ XD AT @I
I=ZXYARDL - TUr T ATRHRAICZH S LR L TWwAH X (I-language,
HHWIE, competence L FFATH LWVWTHAHH) ODETFTNVTH- T, Skl
HOETINTIE LW ETH D, Mergell L o THEFE S N7 HEEAPRICHED
AREND L) DL, EFRIZAB O TMergell & - THEEZREFE L, N
DOEFIFIZZOMEZ XDV AATLERFETHI L TIERWL, BEINL
HEEDSLFICE VAT N D v ) DIE, Bh 5Bz XoME % Mergell & -
THEEL, ZTOWEZINO EZhOMAIZEY) AATERBEREZ 22 LT
137\ & < F T faculty of language X 1ZZH W) DL W) ETIVTH
%o

=Y AL 77T LTI, faculty of language’’cognitive system &
performance systems7*5H 72 % & STV 575, Z OperformancelXChomsky
(1965)Dperformance Tld % Vo & = T@performance systemsldcognitive system
& & b (2 faculty of language ¥ HEK T A2 ZEFH TH Y, faculty of languageDE T
VD—ETH 5o HADChomsky D L it B ITER Z T 5,

FEEEO XD RMG L HH T 5720121, Chomskyﬂi, performance

theoriesSL B2 EFE - T b, £ LT, XOFEESPHED 20 . “parser,
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which assigns a percept to a signal” (Chomsky, 1995, p. 18) 23D HIZH Y, &
Dparser|IEFFEZ DD DAHAAEINTNLEDTH S,

Z DX HIZ, Chomsky (1995)%°Chomsky (2000)TlL, #A & L 72Chomsky
(1965) DM L 1ZF 2 Y, WIHES, AMISSCRER L7z 0) B 3 2 5L
(language processing)lZ (Eparserd’d V), € DparserlZIEE VAL TN T
HEENTWALDTHALHNH, Chomsky (1965)TDcompetence & performance
DEROBIZEE, I =<V AL TUTT AT, L EITEROROEH
% (transparency) DWIFE & 29 Z & 127 5,

5 BFHEOXEE SN O MR

TlE, EETEROMOMKR, 2%, SHEFEVIRET 2 LEFEHE
ILTED L) ICHHEN T EPIZOWTOmERTB I ). dmsh
TWA DI, BlEFEVRET 2 LEDPWACH L0 hTIERL, 20
EN SRR OB L &R B TH S

5.1 Isomorphism(Z 2D < 73¥H—Levelt (1974)—

%) H VLTI D %25, uwuawgﬁzﬁitbﬁﬁﬁimﬁ%%
IFCEHL CWADTENERTI)

Leveltld, S EOEDPEBLITLED L) IR EN TV DI
WCTIRDIDDETIVERLTWh,

12 H #%isomorphistic model TH %, Z L, FiEFEHEOVEKT 5 CEH N
NOEFELITL b TBY), WEO TN (FFEOTMEY 2 - &
EZTEVWTADHA)) LEBLIEOTAEM (2 OFFELHEO T Ot R)
BRIET D EVIEZ S TH D, WIOEBSHEDET IVIZHEZIX, LDk
AL 2 S BRI L et L 912, MAOSFELEIZ S Mg 7o
CANHDLEVIDTHD, 9 HIUL, WMNBIT LR OB, Sik
FHEOLFEIIBITDLLOREDIE =D LI I RLDTH b,
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Opinions differ on the degree of directness with which the grammar is used
in speaking and understanding. Some researchers claim that the grammar
has a central place in the model of hearer and speaker, while others give it
only a peripheral function. The former implicitly or explicitly suppose that
the hearer, in understanding a sentence, either literally runs through the list
of rules of the grammar by which the sentence is generated, or performs a
series of operations, each of which corresponds to a rule in a one-to-one
fashion. They thus presuppose an ISOMORPHISM between linguistic rules
and psychological operations. An implication of this point of view is that a
given partitioning in the linguistic grammar must correspond to a parallel
partitioning in the psychological process. As the input and output of every
linguistic rule is copied psychologically, this must also hold for groups of
rules. If, for example, the formal model is a transformational grammar, the
distinction between the base grammar and the transformational component
will be reflected in a parallel segmentation of psychological processes; the
deep structures would be the output of one process, for example, and the

input of another. (pp. 68-69)

COLFEOHANEH 2 OFFELE O 7O A= —THILT HE 2T
Leveltld, KOTIHLIZH S X912, rule-for-rule isomorphism, & 5\,
micro-isomorphism & If: A T\ %

22 H %%semi-isomorphistic model TH 5, Z DV TIE, ¥ 7B LNV TiE
BEFE OE LT AR ORI AN H L EERLHL, 3L
NIVTIEIED & 5 HF &SRB O & 250 L A —w— 12 s s 5 &
([ ¥ R
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Other investigators reject rule-for-rule isomorphism (MICRO-
ISOMORPHISM), but maintain the general agreement between the
partitioning of the grammar and that of the psychological mechanism. For
them, components of the grammar correspond to relatively independent
processes in the language user (MACRO-ISOMORPHISM). In their details,
these show little structural agreement with the rules of the grammar, but input
and output remain linguistically defined entities, such as surface structure
and deep structure. This school thus omits isomorphism on the microlevel,
but retains it for the major steps. We shall refer to this kind of model with the

term SEMI-ISOMOPRHISTIC. (p. 69)

32 H7%non-isomorphistic model Tdh %, Z 1L, BibF¥H O LFEORERE
FEFHUHO T 70t ZADOIIEHIEBERS L VWE W) EZ HTH S,

Finally, this whole approach may be dropped, and one can attempt to
construct a model of the language user which is not patterned after the rules
or components of the grammar. We can call such models non-isomorphistic;
in them psychological theory is not patterned after the linguistic grammar.
The role of grammars in such models is restricted to that of a minor
subcomponent, or to the formal representation of nonlinguistic aspects in the
model, or to both. The only non-isomorphistic models at present in which
formal grammars play such a role are those which were developed within
the framework of research on artificial intelligence; they are known as

SEMANTIC MODELS. (p. 69)

CITEIHENTWS X HIZ, SEFEOIEL E L SHELI OB D
g, WHEIC—X—ORESDDEVIERNE, bEREORIEND D &
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WIHEZFE, FolzKBRFLVEVIEZFTDIONHY, competence
& performanceD 1R % & L iamlE T OWITNDONVHITET A L R LT
InTHr9,

5.2 Direct incorporation model & Strategy model—Prideaux (1984)—

Levelt (1974)D 12 Prideaux (1984)DE R & ZE 127 % Prideaux (1984) %
EERFEOLLE L SHUBOMBRER LD TH LA, LI T
(strategy)D Z & b LTV 5b, BHEDLHSESOWIETIX, AL )
SHVEELEHERIZL VDN TH L,

Prideauxid, SCEMRIIEROSTHMEIZB W TEE 2 ZEHZ R/ LTH
2 LIFFELREIR L B \vas, TORENIIEFEIZIE S NI Tunink
BRTCN D, F72, L OFHRIE T VA MEIIRESNTE/DS, Foss
& Hakes (1978)7%5direct incorporation model & strategy model 22 O F FEALHE D
ETNVERBILZZ LML TV 5,

No one would deny that grammatical knowledge must play an important
role in actual language processing, but the precise nature of that role in
comprehension, production, and acquisition is still uncertain. Although a host
of alternative proposals has been offered over the past several years as to how
language processing takes place, Foss and Hakes (1978) have distinguished
two general classes of processing models, namely the ‘direct incorporation’

models and the ‘strategy’ models. (p. 58)

direct incorporation model {3 & | Tl Derivational Theory of Complexity|Z
DVTERL TS, ZLTC, TOEFNTEERI LI, FiHLEOER
DEHRFICBIT 2 UDOREDOHELEUT NS, HDVIE, FALTHE L)
L THDH, SHICEERILIE, TOEFNTIE, SiELHIESCEER



% I

Lo ToARHEEN, MOZBMUERITEBIN LTI ETH b,

As the older and perhaps more familiar of the two approaches, the direct
incorporation models assume that the speaker (or hearer) mentally executes
those steps represented in the linguist’s formal grammatical description
as he produces (or comprehends) sentences. The most familiar version of
this model is the so-called ‘derivation theory of complexity’, which was
associated with much of the psycholinguistic research of the 1960’s (cf.
Miller and McKean 1964; Fodor, Bever, and Garrett 1974). . . . What is
crucial in all direct incorporation models is not the kind of grammar involved,
but rather the claim that the psychological processing steps carried out by the
speaker-hearer are analogous to, or isomorphic with, the formal grammatical
operations (rules) associated with the derivation of the sentence being
processed. More important, perhaps, is the fact that the direct incorporation
models attempt to account for all language processing phenomena in terms
of grammatical factors. These models by and large deny the relevance of
separate cognitive factors, such as processing heuristics, claiming instead that

the grammar bears the full burden in processing. (pp. 58-59)

direct incorporation modellZP L Ci, Derivational Theory of Complexity {2 &}

FTHWHHANSNTEY, 2512, BAWESFEORN &0 B % 5
FWT BT LIEHENTH 5 &) BEHHEN K-> T0 b Ll xbh T
%o AWM EFHOBMANIEFHEA 2 RO 2 P, ORI 2 LB AR
DL FEM(mind) A TR > TV AL R TOE A ZIR) N5 TH DL, ME
FHIESRL LD TH S,

However, the conceptual issue still remains that it is a category mistake to
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equate a formal linguistic rule with a psychological process, since the former
deals with a description of linguistic objects (sentences, etc.), while the latter
deals with mental processes taking place in the human mind in real time. (p.

60)

b 9 1D Dstrategy modellZB L Tld, S EIISHEMEOMRIZT 7
Y 2L D05, O (strategy) D LT, OEAXW2SREHRMNZIET
7 AN KREEDSEREERIIREMELZVTL20TH S LFHH
LTwh,

In the second general class of processing models, the ‘strategy’ models,
grammar also plays an important role, but unlike the direct incorporation
models, the strategy approaches assume that the language user has access
to grammatical (usually surface) structure, but not necessarily to the formal
linguistic rules which the linguist constructs to account for the distributional

properties of sentences. The crucial characteristic of the strategy models

is that, in addition to accessing a knowledge of linguistic structures, the

speaker-hearer also employs a battery of processing heuristics, often

called ‘perceptual’, ‘parsing’, or ‘cognitive’ strategies, which he uses in

comprehension, for example, to construct meaning representations directly

from the surface structures he has mentally formed. (p. 59)

Z DOstrategy modellZxF 9 2 HH B AL T2, 12121%, HHgE 13ATH
WIHE R B R 2L E A DOBIRDSE D 2> TR B D005
o TVRVEWVIDTH D, b 12I, gL CEREEDED L9 ITH
HICERT 200 V) RETH S,
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Similarly, there are difficulties with the strategy approach to language
processing. The most obvious conceptual problem is the lack of a clear
specification of what is meant by a strategy, coupled with a lack of
understanding as to how strategies are interrelated. A secondary problem

concerns how strategies interact with grammatical structure. (p. 60)

5|2, SEMHOTKIZEL Q2o ENEETHLE LTI, 12
X, HHEIZABIOREAN Y AT 2K VIR OMMATH L L) Tk
Thb, bH12I, KM, ZzoEklb, FEEAOEM EAHEIEH
T50THY, SlEHEZTTlE% CHED —HIEHT 2 &SRB
BIZhbEn)ZETHbE, 2

Two important points must be kept in mind about the notion of a processing
strategy. The first is that a strategy is just that—a heuristic device, grounded
in the human cognitive system, which is employed, albeit unconsciously, by
the speaker or hearer as he processes language. It is not a steadfast rule, free
from exceptions. Nevertheless, the usefulness of a strategy resides in the fact
that it works so often; its high success rate supports its continued utilization,
for if it failed to facilitate processing, it would surely be discarded as useless.
The second point is that a strategy must by definition interact with language-
specific grammatical knowledge. For example, if a given language permits
both internal and sentence-initial or sentence-final subordinate clauses, the
interaction of the closure strategy with these facts predicts that, all other
things being equal, interrupted structures will be more difficult to process,
less frequent, and even perhaps harder to acquire than non-interrupted ones.
Such a prediction would not follow from the structural facts alone, but only

when the structures are acted upon by the strategy. (p. 64)
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5.3 Extensionalist positions—Phillips & Lewis (2013)—

Levelt (1974)2° 5 13#J404F, Prideaux (1984)7%° 5 1Z#304E4E > TV 5728, &
FEERE O L SR OBIFRIZ oW T, Phillips & Lewis (2013)25H L & 9
LEREBRTVD,

Phillips & Lewis 2013)IZRD & I 1T T 5, SiEHEHEOLET, wh-
wordHSEF & Merge S M- RACET O LW ICBEIT 5 L ShN/2RFIZ, MANO
VAT ATHR UBESITON TN D I E R ERT 500 ) SEfHASE S
%o TLT, ZORMANOMEIZEIZODY A THdH 5,

When we are told, for example, that the wh-word what is initially merged
with a verb and subsequently moved to a left peripheral position in the clause,
what claim is this making about the human language system? When this is
described as part of a ‘computational system’, does this mean that there is
a mental system that explicitly follows this sequence of operations? In our
experience this is not a question that grammarians are typically eager to
discuss, but as far as we can tell the answers to the question fall into roughly

three types. (p. 12)

¥, B1DY A TL, SEFEOLETIT ) BIELFH CHBIENHMATYH
ITHIL TV 5 & v literalist position Td % o

First, bottom-to-top ‘cyclic’ derivations may be understood as literal
descriptions of sequences of mental operations that speakers may, in
principle, carry out. They are just unlikely to do so in the normal course
of speaking and understanding. This literalist position amounts to the
claim that the grammar is one among a series of structure building systems

that competent speakers have, distinct from but in some fashion related to
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structure-building systems for comprehension and production. It is not easy
to find clear endorsements of this position, although it is a perfectly clear
cognitive hypothesis. We think that this is roughly what Townsend and Bever
(2001) have in mind for their dual system model of sentence parsing, which

analyzes all sentences using two different syntactic systems. (pp. 12-13)

2Dy A TN, FEELEIZBT S 0E EOJRAE OESRE L 2B L, KSR
FNZAE - 7R M S DEAE T 2 WIRE IR (2 OB E 13 EDIREICB T
ArepresentationZz DT [FR] L LTBL) OEEOMOERNNLERE L
THE$TRETH B &\ ) formalist position T % o

A second possibility is that the sequence of steps in a grammatical
derivation may be understood not as a temporal ordering of structure-
building operations, but rather as a formal relation between a set of structural
representations. Under this formalist view, the full-blown representation
of a sentence is a set of structural representations that are formally related
to one another by the fact that they could, in principle, be sequentially
ordered as a derivation. Speakers may even construct this full-blown set of
representations in the course of everyday speaking and understanding, e.g.,
as the output of the comprehension process. But this view does not entail
that the derivation describes the temporal sequence of steps that are used to
assemble the full-blown representation. This is another position that we have
not found frequent endorsements of in print, but it is certainly one that we

have encountered in our discussions. (p. 13)

EIDF A TNE, LEE ) DI, TOIENPLBEFHED TN T O
WX h2ZNDOHATH D L) ZEBOMRZFINICIT ELnEWV)
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extensionalist position Td» %o DG TIE, LOIRAEIL, FN25EE L FAHEE
BEIZEIT L TV A LIRHR LIS L T b2 &9 20 & 12 L CRFili L T
MF RO TH L, ZO &) MR, RN IECEN R LR WIS
XHITEBRLIDLEFEHPATEIVOTH Y, £ OfERIITES D
FEEIATo TR I EThDH, 2F ), SbFHEIL, competenceDET ) &
LTOXERTLABTHEEICIE, SHEULEOZ LIIFBETL2LEEI R VE W)
ZEThHbB,

The third possibility is that a grammar is merely an abstract characterization
of a function whose extension is all and only the well-formed sentences of
a given language. Under this extensionalist interpretation of grammatical
theory, a bottom-to-top grammatical derivation is not a hypothesis about a
sequence of representations that a speaker would ever mentally construct, on
any time scale. Consequently, theories that adopt such derivations should not
be evaluated based on their correspondence with the mental computations
that speakers actually carry out. Instead, such theories are accountable only to
how successfully they partition the grammatical and ungrammatical sentences
of a language. We suspect that this is a position that many practicing
syntacticians are comfortable with, and it certainly corresponds with much

standard practice in linguistics. (p. 13)

Phillips & Lewis (2013)(Z, #53®extensionalist positionz #L4 L CHH % &
HLTWADOTHAHH, TORICHLTERIIEMNS,

Phillips & Lewis (2013)D 47481, 404EHT O Levelt (1974) W72 L9 2 b D
Thb, 2O L5, competence & performance® BFROBIZEIL, FFIZFRE
FEOETE, FEALEATHWEVWI EDRDORLTHA ), BBFHIES
LB ORISR IR DS 2 WD TH %o
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6 TBanTH DO E FRELH O EDOA—IH
CZEFT, Bl HEOLLE L S OER L OBERE D < B HEmE LT
STEFBEOLENSHELITLZOFTORTHH I TVS LW
IRHITEF EN TRV, SEEEOLENSHUETLZDOF TORT
AN

6.1 HEJH 72 3k & K7 S iE—Bever (2009)—

E D EREEH OBever (2009, AMPERESEVIET 5 Lik%
FEBIHEH L CXEER LA VEEL TR 2008w HBEIZOWT, RE
DOWFFEH S, ANHOSEAHICE LT, RO3DDFEFZEIT V5L, (a)k
BB DHGE T O AL OMICERE L, IREIC X 2 RRIZEFEOH M
LEMTHEHEINTVwD 2L, (OFFE 7Tt RAIEENTH D IREIC L S
DTHY, TORERFEETHSHI L, ()LD & FFIZATEEN CTKRFET
HhHEVH)ZETH D,

The first question is, do speakers actually use a psychological representation
of generative grammar—a “psychogrammar”—of the particular form claimed
in derivational models, or only a simulation of it? If adult speakers do not
actually use the computational structures posited in generative grammars as
part of their language behavior, we do not have to worry about how children
might learn it. In fact, fifty years of research and intuition have established

the following facts about adult language behavior (4):

(4) a. Syntactic processes in generative models are “psychologically real”:
derivational representations are used in language comprehension and

production (see Townsend and Bever 2001).
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b. Syntactic processes are recursive and derivational: they range over
entire sentences in a “vertical” fashion (as opposed to serial) with
successive reapplications of computations to their own output. These
properties have been true of every architectural variant of generative
grammar, from Syntactic Structures (Chomsky 1957), to the
minimalist program (Chomsky 1995).

c. Sentence behavior is instant and “horizontal” —speakers believe that
they comprephend and produce meaningful sentences simultaneously
with their serial input or output. Comprehension does not start only at
the end of each sentence: production does not wait until a sentence is

entirely formulated. (pp. 285-286)

ZLT, ZTO3DDOEEDHITEEMAHTL 5, Fib%E O L H(syntax) T
ESCEEEIPRE SN LA, LDHEFESEEDME S D SCULEL Tl SO fFRIE
NERIZKFAT N D DTH L5, T O2O DT YR T 5,

These three observations set a conundrum:

(5) a. Sentence processing involves computation of syntax with whole
sentences as domain—it is vertical.
b. Language behavior proceeds serially and incrementally—it is

horizontal. (p. 286)

BRETHE O L (syntax) T, LOMEOHZEIIT 25 EANEfTbild,
DEIREEND D ERRT DI, SiEFE (syntactician)DAEFTH

= i, 7% 21E, John read Syntactic Structures yesterday & \* )

O R JEHEE %, Minimalist Program O B A TR D £ 9 IRET 5.
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F 3, read &\ ) Bl & Syntactic Structures % Merge 3 5 o

read
read Syntactic Structures

W12, read Syntactic Structures & yesterday % Merge 3 % o

read
read yesterday
read Syntactic Structures

I, John & read Syntactic Structures yesterday & Merge 3 % o

read

N

John read

N

read yesterday

N

read Syntactic Structures

ZOLEHIZ, I=ZRY AL TS T A LIRS BAEOSIEEE O L
(syntax) TlE, I TF06 EANEFBEIGRESNLIOTH S, (FOERT
LTI, XORAEEFSHLIEED, TATANEToTWw L, 72720, JRED
FETHDHZLIZED D IEZ )

SCALEIE TRIFERY(incremental)] T [7ZK*F(horizontal)] T&H % &9 DI
AEE, XEREZTHOT (HDVIEFAT) 256 FOLOERBERE 5
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LOTIERL, HWz (BHDHWIEFEAT) FEEIEICL TRICKRL5ELZ Il L
LDIONHRE D LOREE R HEEE L 035 FOLOERFERZ LT &)
L ThHDH, SCUHNPEIFNTH H 2 & DR E L TIXE/NE L (garden-path
sentence) DFAEDN B b o 728 2L, H L%/ L Td Hthe horse raced past
the barn fell CHHI L & 9o

COXEE (BHDHWITFATZ) AE, NEKIZ, the horseA’F 3R, raced
HSENE, past the barnDSHIE R & L TW <, L T HDS, fell& 29 )
ARV (HDHVIEEAT) BREICZOBBSHE > TWbH 2 EIZRD
X, BI)—EIOXLDIIT ALY EL, the horse raced past the barnid the horse
which was raced past the barn DR TH 5 LFM L 2 BT D TH 5.5 M,
MEF (oL, GiATF) F, LEBRT DL SICATISNFEIES W
TIERICHERE R L T DTHh b,
FHFEOETIE N [HEE] ISRAESN LD, SHLHETIE O E
GITE RPN 2 Snb 2 e EH BT 208w 2 EPLHERRTE
ERERLTEMELROTHY, REVRREN TR WHELZOTH D, 3
TLT, ZOMEIZIKATY2DIRE (IR LEEREED T Th L. KD
DEFEFHL, VPIHEMTI LT Y MR SUEE BT 2 0072 O
HY, SHEUETZOEPED L) IZHA SN NGO TH
%o
FEEFHEOFETII I IEENRA S, FEELH T SUIARFITENT &
NDEVIR=FEBRL L) ETILRADD Do 620 TSI S Phillips
(1996)DPIG Model & F7 s (strategy) DERHTH % o

62 FHEFHO L L FHMLMOMEO R —H OO

B H OCE TIEUITEEIZIRE S, FaFLE TIESTIKPIZ BT S
NDEVC)R—HEMRL L) &I LAY, FREFED DS O LBSEHSE
PHbd b,
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6.2.1 FRAFHE DL —Phillips (1996)—

BRFE ORI ZEEIZIRAE L, S TIEISTUIRPFIHET S 2
LWV R—F %, SEFEIMEL EERET LW TSl &) &
L 723 A 2%Phillips (1996) T&H % o

Phillips (1996)% 5.2 A2, Phillips (2004)% R TH& XL 9. Z Z TPhillips
1%, grammar (3C3) Lparser (SCOPRMEIZ 51T 2 REEMAT 2 10O f#TER) &

producer (LOEMIZBIF AHEEOREEHH ) &, O TEbIL TV
Rz, HUTws EFEERELTV S,

¥ 9, grammar”’parser & producer & (357 5 & IR S N T X 725 x #44

LTwa,

There are a number of arguments in favor of the standard view of linguistic
knowledge as a set of distinct, task-specific systems, with a parser and
producer that operate in real time and a grammar that operates more slowly,
but is highly accurate. Many of these arguments go back 30 years or more to
a period in the late 1960s and early 1970s when the question of the relation
between “competence systems” and “performance systems” for language
received a good deal of attention (see Fodor, Bever, & Garret, 1974; Levelt,
1974; for more recent reviews, see also Phillips, 1996; Townsend & Bever,

2001). The list of arguments includes:

#1: Available grammars do not appear suitable for direct deployment in
speaking and understanding.

#2: Available evidence on parsing and production suggests systems that
lack the precision required of a grammar.

#3 Furthermore, grammars typically do not provide the tools needed
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to account for well-studied parsing phenomena such as garden-path
sentences.

#4 The apparently slow and effortful nature of many grammaticality
judgments suggests the existence of a system that operates on a
different time scale from parsing and production.

#5 Speaking and understanding are clearly different processes that break
down in different ways. This is unsurprising if they are the product of
different systems.

#6 It is widely assumed that a famous set of studies from the 1960s (on
the Derivational Theory of Complexity) confirmed the need for distinct

grammars and parsers. (pp. 265-266)

Philips (2004)1E, TN 6 OFRIIFIEIINRH 5 L HICH R 225, b0
LTI R TE D E Mo TWB EIRRT W5,

Each of these arguments appears compelling, and together they have been
decisive in thinking about the architecture of linguistic knowledge in recent
decades. However, I think that all of them can be overcome, and that it is
worthwhile to pursue this possibility given the enormous potential benefit of

a real-time architecture for linguistic knowledge. (p. 266)

Z Dreal-time architecture® T HEE % 1B 3K L 72 D73 Phillips (1996) Td % o

£ 5 <, Derivational Theory of ComplexityldZFFTE W& ENT X 7275,
Phillips (1996) (Z 41 Colin Phillips D LG TH %) 13, #H722BlEsrb,
Derivational Theory of Complexityl¥lE L\WE 2 /7 TH 5 & TR L TV 5, Hl
HiDBerwick & Weinberg (1984)DDTC % 5F 5 fRHFH D ) H DIAM D Question
the theory of grammar\ZH4 3 2E 2 HTHY, LEZOLDE L L ZEZH



108 gk T

ETHLDTH D,

Phillips (1996)(Z, Chapter 1 Introduction T, H4Dim X ? HAYIZ2D> D35k
AWEET L L THLEBRNTN D, 1DOERIE, (—HMICEZSRTWY
I, ThL EANEMEIILERET LD TIEI %) BARFHEOLEZ
WAL OANEBET L LI 0THY, ) 12o0FiRIE, L
BRI LR OB NE R W E W) LD TH b,

The main aim of this thesis is to argue for the following two claims. First,
natural language grammars construct sentences in a strictly left-to-right
fashion, i.e. starting at the beginning of the sentence and ending at the end.
Second, there is no distinction between the grammar and the parser. In other
words, we perceive sentences by generating them for ourselves.

These claims are both rather mundane, but they are anything but standard
assumptions about grammar and parsing. Most work on syntax does not
assume that sentences are constructed from left-to-right, and most work on

parsing assumes a parser-grammar distinction. (p. 13)

Phillips (1996)1%, FRESFE OENLE LD SHENLIRET UL, BT d
L XLOWER D HENEHET LD TH L5, SCHE &R0 ST ORESH
DHMOR—HOMENFRTEDLELTVIDOTH L, i XOMOEHT T
b, CEDSC R TR & F UIER CRESE S 2 70 O 1330 & AT 2 O 3# 5
HEIND EBRTWE,

It is almost certain that the parser builds structures from left-to-right.
Therefore, the conclusion that the grammar builds structures in the same
order as the parser removes one of the most obvious differences between the

parser and most standard models of grammar (which either involve bottom-
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to-top derivations or static characterizations of well-formed phrase markers).

(p. 253)

Z LT, AT & SOEOMIZIEBHE 2 PATBROFAE L, AT & & S0
FLbDTHLIRRIEEHODPTHLEV)DTH b,

In sum, Chapters 2—4 point out a number of striking parallels between the
parser and the grammar. An obvious possibility that these parallels suggest is
that the parser and the grammar are not just very similar, they are in fact the

same thing. (p. 254)

T, BlFEEONRI LD LI I L TEPLANELEMHEL TV D
T 5 ) Ao Phillips (1996)DIREE HHEIZHAL X 9o

¥ 9, Phillips (1996)!sentence parsing® &bk & 5238 L T\ 5 o AT AR (parser)
LRI BV TR A BET A2 7200 E L W) T 82k b BURIT &
SRR DD TH o

I should clarify at the outset what I mean by the term parser. 1 take this
to refer specifically to the structure building system that is used in sentence
recognition, and not to the many other psychological processes involved
in understanding sentences. Sentence parsing should not be confused with
sentence comprehension, which is a complex cognitive act involving the
integration of many different sources of information (language, world-
knowledge, expectations, attentional state etc.). The parser is just one of the
systems involved in language comprehension, and in fact might not always

be involved in comprehension of linguistic acts. (p. 14)
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% L CPhillips (1996)1%, PIG model (Parser Is Grammar) & 29 & D& FEF L
TWh, ZO%DEB Y grammar & parserl[f] L TH D E W) ETIVTH 5,

Consider the following general model of language knowledge and use.

There is a grammar, which specifies mappings between sounds and meanings,

and a finite set of resources, which corresponds to the memory and processing

resources available to run the procedures that the grammar specifies. I suspect

that it would be impossible to do without either of these components, and

therefore these are probably the minimal ingredients of any model of human

linguistic capacities. The model is sketched in (1). For want of a better name,

I refer to this as the PIG model of language (Parser Is Grammar).

(M
Grammar Resources
Universals Working memory
Language particular properties Past experience
Language =| Lexicon +| World knowledge
Structure-building procedures Attentional state
Economy conditions
The PIG Model
(p-255)
Phillips (1996)75% 2 T\ % T O & 7 WV ATEE & %55MT (analysis-by-

synthesis)DET N TH b, FEEIZL

LM X 5 XCHBOE RS TIE, A

TNENIROB LT, 30 (S oSBT #R2SFI A 2303 Th 545,
Phillips (1996)D# 2 TIiE, O LR

ElFEONLFELFE L THL) U
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EPSANEREEL TWwE, BRSNS E ERASA T S Lok
BRI -HT VUL, FOXERHBLI-ZEI2G5DTHD,

The steps of parsing a sentence can be seen as proceeding as follows.
Parsing is an active process, in which the grammar tries to generate a
sentence whose phonetic form matches the incoming sentence, using the
normal structures and operations of the grammar. If the grammar can find
a structural description and meaning to pair with the sound input, then the
incoming sentence is successfully recognized. If, on the other hand, the
grammar fails to generate a matching sentence, either because it does not
generate a match in principle, or because generating a match exceeds the
available resources, then recognition fails. This is what is known as an

analysis-by-synthesis model of sentence recognition. (p. 14)

ZLT, XeEPSHENEREL TV L 72D D5 Merge Right & Branch
nght’(\\%éo

MERGE RIGHT

New items must be introduced at the right edge of a structure. (p. 18)

BRANCH RIGHT

Metric: select the attachment that uses the shortest path(s) from the last item
in the input to the current input item.

Reference set: all attachments of a new item that are compatible with a given

interpretation. (p. 19)

FATHERDE)ICIRED L Z L1225, (p.19)
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C D

AR 7250 % 3517 CTA & 9 o Phillips (1996) 13K DBISCTHIT L TV 5,

(3) John gives candy to children in libraries on weekends (p. 24)

TRAEIL, RO L H 12, a—=b—>c—d—e—f— gDJHIZ, right-branching THETs
(Phillips (1996, pp. 31-32)?(18a) ~ (18g))

a. V(P) b. VP
give /\
\% NP
give candy
¢ VP d. VP
\% VP \ VP
give /\ give /\
NP \' NP \'A
candy give candy /\
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/\

\%
give /\
NP
candy /\
\%
give /\
to chlldren
\
give /\
NP
candy /\
\%
give /\
P

to /\
children /\
give /\

in libraries
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/\
candy /\
o N
children /\
aive /\
" N
libraries /\
give /\

on weekends

DX DOFEE ZPERDOXN=DIEATHFIRT 5 L IKD & 9 Zleft-branching
\272 %o (Philips (1996, p. 26)?™(8))
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/\ on weekends

PP
in libraries
/\ to children
give candy

DTH 5N

DM BN E ) COREEE R Phillips (1996) 13 1F41LL £ 95 & LTw
. O T T TIHABA L v,
SFEOLEDPEPOANE L AR T L E VW) T L
I%VOTHD, HAHW

S SCELR 0> RLE

EHTER DI H T
X
AANELEMEL T
YA CO b TR, 2 LT, SCLEILA D
HNEENDLDTH D0 i
R o s S0
Wiz

MEENEGH L T DERUTHENS, EEHITeEE X3 505
X, i

B

Z1C, Phillips (1996)

i

EE

Sk

Hok
, JL
SREE O RN R T XIS 5 LB e

Z DPIG model*Miller & Chomsky (1963)D € 7
e FiR L, Derivational Theory of Complexity & FaFflli L T2 5,

The architecture of the PIG model is rather similar to the model of

25
language that proposed by Miller and Chomsky in 1963, one of the earliest
formulations of a model of language use in the generative grammar tradition

In the terms of Berwick & Weinberg (1983) it adopts the strongest possible
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form of token-for-token transparency between the parser and the grammar.
This means that it also provides the most straightforward account of how
the parser and the grammar are related. However, despite the appeal of its
simplicity this model has been considered impossible by most linguists and
psycholinguists since soon after it was proposed. It will therefore be useful to

review the reasons why the model has been thought to be unfeasible. (p. 256)

When we look back at the various DTC-related studies we find something
rather suspicious. For a theory that was supposedly so attractive initially, and
a demise that was supposedly so conclusive, it is rather surprising that we
find no attempts to defend the DTC against the criticisms levelled against it.
This is even more surprising given how easy it is to defend the DTC against
many of these criticisms, as we have seen here.

What really seems to have happened is that psycholinguists found other
topics which they found more interesting to work on, and so interest in DTC-
related issues simply died out. Problems with some of the earlier experiments
were correctly pointed out, but in general there does not seem to have been
much interest in correcting for these problems. Syntacticians, meanwhile, do

not enter the picture. (p. 269)

DTCIEZFHTE & o) MEE RIS % 729 IZBerwick & Weinberg
(1984 H7RIE L 7= R D1 D DTKIZRT b D TH - 720

Question the theory of grammar. Either transformational grammar as
a whole is wrong or the individual transformations contributing to results

disconfirming the DTC are wrongly formulated. (p. 46)
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%MWG%Qd CORRKERHLI-OTH L, SHlFEOLEZOD

MEEHECTHHEINS LIIZL T, ke SO FENE Lk
W92 (grammar & parseriZ[A U TH 2 LEL T), SEFHEOLEED
bDOEEZHEE) ELIZDTHLD, LA L, FEBEIZIE Z2VWTWoLHEE
FEA I Phillips D SUEE 7 VIR L Tz,

6.2.2 LHFFHFE ORI —IE—

BEFHOLEE LA TEEIRAE L, FaELHE TSI IS S
R AR N G =1 = AORVA %mWLiokLtﬁA#mmmﬂw%)
ThoETE, LCHSHEEOEPLHIL L9 LT 5HADIDD G
(strategy) DI TH % o

LDHSEFE I, SEECHE SN 0EY B CREIZET, 7272
SHEFBEOLEENMT AU H L. L, SEFEOLETIE, S
WA D) FLCHATE LR VDO TH L0 0, SPOxHEE#H L LLEND L,
ZORKD—DONWHMETH %,

6.22.1 JiMgE i

Prideaux (1984) T H #8 L72 & 9 12, FEELEI I 30E DI i (strategy)
MPEDOND L) ERDV DD, SHFHTOLEDP L TEIIREL, FFHEL
BT SCIKFIIT END 2 E DS E L AR—HEFRT 27200100
FETH S,

9, LM EERR L TH T ) o Prideaux & Baker (1984)(dstrategy
ERDEHITERL TV D,

a strategy is a procedure which language users employ in the production or

comprehension of language (p. 82)



118 gk T

Z LT, Sl EoBAE XRS5 2 ENEETH L BTV D,
b, HEEEFHLIIMZLTHE TH Y, LEOBAEEHERATH 5
%, REDA N < 7201 I3SCE EM BN L 20U 7% 5§, oA
TERZPIEIC L T2 EMRICERILZ 32563256 TH b,

An important aspect of the distinction between a cognitive strategy and
a rule of grammar is that the strategy, as a procedure, is often language-
independent, while a rule of grammar is by definition language specific.
However, for a strategy to be employed, it must necessarily interact with
the particulars of a given grammar, and it is this interaction of strategy with
grammatical structure which has engendered a great deal of confusion within

the research literature. (p. 82)

6.2.2.2 Frazier® J7H—Late Closure & Minimal Attachment—

SRELHEIISCOESZITICEH S TITD N O TIE 2, AR SNLS &L»
9 WA LT 2 RN 2 WF983 25Lyn Frazier T %o Frazier (1978)14,
Late Closure & Minimal Attachment &\ 9 20D G ZIRE L T b, T D20
OFEILLHSFHEZOMATIRIFEFICLICMOENTVE DTHY, Tz,
HEMOTRIZELEDTH D %,

F9, SELHEOETIVORGFIZ I Iparallel processing hypothesis & serial
processing hypothesis?®2207%3% % o

Frazier (1978)!3 parallel processing hypothesis % (XD &£ ) 123 L T\ 5,

the parser might attempt to compute all structural analyses compatible with
the material received, so that if and when disambiguating context arrives, the
correct analysis could simply be selected from this set. This has been called

the Parallel Processing Hypothesis, and though it would place a great demand
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on immediate memory capacity, this alternative does guarantee that the parser

will arrive at the correct analysis or analyses of every sentence. (p. 5)

iU, HBLIIATI SN, T ERIE AT SNTZERICE T B
12 I ERICREEE L T &, AN SN LEEE L W iEIdmEL T
WE ORI OERE R THEL IDORET L L VIZERX T TH D,
COFEZFTE, BEEEONEL FFICHEL T {DThHD 00, 1EEL
BANOEEAIRE R D,

serial processing hypothesislZ XD & ) IZFHBH ST 5,

the parser might pursue just one analysis of a sentence unless (or until)
that analysis proves untenable. This approach would result in a saving in
processing load in those instances where the chosen analysis turns out to have
been correct, but would be costly if it should turn out to be incorrect, because
it would demand reprocessing of the sentence. This alternative may be called
the Serial Processing Hypothesis. It is closely related to the hypothesis that
the parser relies on parsing strategies to guide its analysis of a sentence,
because the latter hypothesis amounts to the claim that the parser’s selection
of an analysis to pursue is not random but rather governed by on-line decision

principles. (pp. 5-6)

COWFTIE, TSI AT SN/ EED W TR DR E 2 fiE L T
Wl ZOREBEAILE LT SBIRIES IS T3 5%, bL, #hTind

ITHESE L7 Tl LB T E v LAV UL, Borx L7
FIUE % 5 v, fEEREAO BTV, HoMe LCwab & ALEic
MSH 05 o 4/ (garden-path sentence) VS FF 5T & W% & 3 5 FM 7%
BITH 5o
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FIHAXDO#%FT, serial processing hypothesis Tld, LD % IE L < E <
72D IE Fi W (strategy) DL EETd B L bR 5 NT W5, £ L C, Frazier (1978)
X, 220 MEZIRE L T\ b, Late Closure & Minimal Attachment Td 5

Late Closureld3 KD & ) I1ZER SN T2,

Late Closure: When possible, attach incoming material into the phrase or

clause currently being parsed. (p. 49)

Frazier (1978, p. 31)2> &6l % 5 ) o KDL Tlast week & W ) FlFA) 1% 32 F
DBYEE Dclaimed z B $ 2 D T3 7% <, HOAKRE OB OwentZ B3
5o 7% 5iflast weekS AT EALAERIZHNT S LTV 5 DD AAE T
HLIPHTHbD,

(11) Hans claimed he went to London last week.

PItEs 2 E RO EHI1TH 5,

Hans v S .. R PP
claimed NP VP v lastweek

went  to London '\ lastweek

:
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AR B F 1725845 A ast week 2 MLER§ 2 H AT IAE L S N7 EETH 5,
Minimal Attachmentl3 XD £ 9 IZEFK I N5,

Minimal Attachment: Attach incoming material into the phrase-marker

being constructed using the fewest nodes consistent with the well-

formedness rules of the language under analysis. (p. 36)

Frazier (1978, pp. 37-38)I&, RO L EHNZ L THHEL TV 5, ¥

(20) The editor authors the newspaper hired liked laughed.

T3, the editorlZIRD(222)D L H IZFHME NS, %% 51F, (232)DFAL
11 22 (23b) D BIFREIEE £ D b Ei(node) DAV %\ b Tdh b o

(22) a. S b. S
/ /\
NP NP VP
DET N DET N A%
| | | | |
The editor The editor authors
c S
/\
NP VP
/\ /\
DET N A\ NP
| | N
The editor authors DET N

the  newspaper
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23) a. S b.

/ a

NP NP

< &
/N IL VAN

DET N

The editor authors

9]

o

es]

—

Z
_z_%_m

The editor authors

VL - A3Frazier®Late Closure & Minimal Attachment& V9 HEEDFHTH 5
B, SR Lo TUIZOHEE N (AT EbMESNTWE, 2F D),
HHEITEBR Tl ) 2 & THb, Harley QOIHIZT D &N
T,

A final point concerns the extent to which any parsing principles apply
to languages other than English. Cuetos and Mitchell (1988) examined
the extent to which speakers of English and Spanish used the late-closure
strategy to interpret the same sorts of sentences. They found that although the
interpretations of the English speakers could be accounted for by late closure,
this was not true of the Spanish speakers. For example, given (60), English
speakers prefer to attach the relative clause (“who had the accident”) to “the
colonel,” because that is the phrase currently being processed. We can find

this out simply by asking readers “Who had the accident?”

(60) The journalist interviewed the daughter of the colonel who had the
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accident.

Spanish speakers, on the other hand, given the equivalent sentence (61),
seem to follow a strategy of early closure. That is, they attach the relative

clause to the first noun phrase.

(61) El periodista entrevisto a la hija del coronel que tuvo el accidente.

Other languages also show a preference for attaching the relative clause
to the first noun phrase, including French (Zagar, Pynte, & Rativeau, 1997)
and Dutch (Brysbaert & Mitchell, 1996). These results suggest that late
closure may not be a general strategy common to all languages. Instead, the
parsing preferences may reflect the frequency of different structures within
a language (Mitchell, Cuetos, Corley, & Brysbaert, 1995). These cross-
linguistic differences question the idea that late closure is a process-generated
principle that confers advantages on the comprehender, such as minimizing
processing load. Frazier (1987b) proposed that late closure is advantageous
because if a constituent is kept open as long as possible, it avoids the
processing cost incurred by closing it, opening it, and closing it again. (pp.

304-305)

BIEXZHTIERO L IR BLTHS D, FikETIE, Late Closurek \»9)
JiWEZHE > T, who had the accident & V™ %) BEARET 13 BIFEWLEE FR Dthe colonel &
1BHi¥ %,
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S
NP VP
the journalist A" NP

T

interviewed NP

PP
the daughter P NP
P S

of N

the colonel ~ who had the accident

=75, ANA VEETIR (AA YREORD Y IZHFEZ S L), who had
the accident!dthe daughter & 156§ % . BIEKIL, WO L HIZHDETHA 9,

/S\

NP VP
T
tﬁt \% NP
T
interv|iewed NP S
/\
NP PP who had the accident
z ~ /\
the daughter P NP
(‘)f the colonel

6.2.2.3 Fodor, J. D. (1978)Dperformance grammar only
Frazierld SCELIAMI HBEDR L CTH H &5 > TV DD TH 53, Fodor, J. D.
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(1978)1Z, performance grammar only & 9 Z 2 Fx B L T\ 5, SCULHE (G
& BEE) 1Z1dcompetence grammarldME R W E W) EZ TH D, STULHLZ
FOH e A 2 AL BT NE % 6T, ZNETTHEDOLLHMTH Y,
DL BRADZXLLHND L DERET B NELDZ EZFHL 4
BOBRVEVIDTHDL, B

This conclusion, that a no-ambiguity constraint such as the NDC can be
stated most economically as a constraint on sentence interpretation, may
appear to provide ammunition for what I will call the “performance grammar
only” theory (PGO theory). This is the theory that there is no “competence
grammar” independent of the performance mechanisms for interpreting and
composing sentences; it contrasts with the more traditional assumption of an
autonomous mentally represented grammar that is accessed and made use of
by the performance routines.

PGO theory enters the game with one powerful advantage: there must be
psychological mechanisms for speaking and understanding, and simplicity
considerations thus put the burden of proof on anyone who would claim that
there is more than this. To defend the more traditional view, what is needed
is some sign of life from the postulated mental grammar. We have seen that
there are some instances in which the performance mechanisms can influence
the properties of the language. The question is whether the language has a
grammar independent of the performance mechanisms, and we could show
that it does if we could find evidence of influences on the design of human
language that cannot be attributed to the performance mechanisms because
they stand in opposition to the efficient functioning of those mechanisms.

(470-471)
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Fodor, J. D. (1991)1%, UL X SR ORET 2 WE I bR v L

DHEREAT (B SRRV EEFTEo T b,

Fodor, Bever, and Garrett (1974) came to the conclusion that the human
sentence-processing mechanism does not make direct use of the rules of
the mental grammar studied by linguists. Instead, it employs heuristics for
piecing together certain important aspects of the derivation of a sentence,
heuristics that reflect some of the information contained in the grammar, but
not in the format in which the grammar represents it. If this is true, then it
follows that we can learn nothing about the format of the mental grammar by
studying sentence processing. Competence and performance are not nicely
interlocked in a way that would let us reason from discoveries about one to

conclusions about the other. Psycholinguistics will not illuminate linguistics.

(p. 84)

e, BB EREEOCEDSLER VDL S, BHEEEOL
L B HELE OB OB OR—FITR Y 2 %0,

6.2.2.4 Mulders (2002)D &R 5 RE—gIE £ 5 72 <
ANHE—

SRR II DS LETH B L) BRICITURETER D H D, 4.2
i T, Mulders (2002)% 51 H L C, & % fE#HT 45 OB % L 7225, Mulders (2002)
X, HHEIZOWTLER L TWA, Mulders (2002)1%, JHED T 1213 BT
Thb, (5EaI) EWRMNE LV DI, SCEL LM LRy 27
LAEFALTIRVT VD5 TH S,

The matter becomes more acute if we take seriously the idea of Chomsky



competence & performance —3({F:E S iR LEE— 127

(1998) that the computational system is the optimal solution to the interface
problem of connecting sound and meaning. If language as a whole is
‘optimally designed’ in this sense, we expect the processing systems to be
optimally connected to the computational system as well, i.e. to not use
heuristics that are completely independent from the computational system.
At the same time, we also want to build a theory of the computational
system that is within the capabilities of the human parser, i.e. we do not
want to formulate a theory of grammar that involves enormous amounts of

computation (see Reinhart (1999) for discussion). (p. 1)

LEDSHELH L AT L LHMELOPRETHL VI AL LTH
X, e V) bDERGGETFETHY), BOLRETRELEVOTHD, 72
72 L, Mulders (2002)2MEKHL L T2 5 3CHE 7VIE, Chomsky DB Tld 72 <,
Pritchett (1992) Td % o

6.2.2.5 Boeckx (2010)D JREI %3 5 RE—C A HHHAT L
7o ML T v —

SREE I AR IV E v E v L LT, § 9 — A, Boeckx (2010)
#HCH L 9o Boeckx (2010)1%, HEAIC, SREMEIZ B W THIEILfHbHILS
2, BEESEFOMESEDIZONT, 2O TRES NI, ST
MOBFHLEFIETH0D0H5 I EPbhroTELDOTHY), LHEOFHEIL
SRELFO NG L F DSR2 OO T, SUES S M L 72 BN E AW T
brHH L) RFEEFRIL TS,

In the wake of the demise of the derivational theory of complexity in the
1970s psycholinguists proposed a series of parsing-specific strategies,

heuristics, and biases that they felt were needed in light of the perceived
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failure of grammatical support. I personally don’t doubt that speakers form
habits and biases that account for some parsing preferences, or lead to the
storing of (parts of) utterances that fossilize as idiomatic expressions. But
these in no way replace grammatical knowledge in guiding the production
and interpretation of sentences. As a matter of fact, some of the strategies
once proposed as parsing-specific mechanisms turned out to correspond to
principles of grammatical knowledge that were subsequently discovered. . . .
The point of this discussion is to show that what one may have thought
was a genuine parsing-specific strategy may turn out to have the same effect
as a principle of grammar subsequently discovered. One should bear in mind
that the body of doctrine made available by theoretical linguists is still very
much work in progress. The fact that 1970s-style grammatical theory failed to
account for the way sentences are parsed does not mean that no grammatical
theory will ever be able to do so. (In fact, my impression is that progress
in theoretical linguistics renders the real-time deployment of grammatical
knowledge more and more plausible, but I won’t be able to substantiate this
point here, as it would require an in-depth discussion of current linguistic

theory.) (pp. 143-144)

FEMIZ, Frazier (1978)D H &I, 1970FUIRESNZDDOTHY, 20
%, BREREFIE L DR CHEINISUEMIZE R 1TV, £ OFGEHR 2 HHT
ELHEMAE AL TELDOTH L D TIHBETHH L T2 &7,
FLIEINTFEHTHHTELZI L HLTHLI, LHL, BETH,
Z L OLEBFHFED, WHWALRTIMEREL, TOIMGOERNELZED
D5 LHFEER LT 5 T b,

FEODHEESOMRBIIED I I L TE D

~
UH[L
“Hl
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T, BRFHEOLTE SAENEOBERICET AW 2 Bl L T & /2
2, TIZT, BEMmFLLHESHEFOMBRSERWIZIED L HIZELL TER
<

7.1 Bates & MacWhinney (1982)IC X % F & ©

1960452 5 704EAX 12 A2 1) C D competence & performance D B R DL H 12
B L Tl, Bates & MacWhinney (1982)D F & OB 272 b,

Bates & MacWhinney (1982)1%, £ 9, 19604E1%121%, SFEIEFFEORIE (2
¥ 1) competence®itil) 1IZH& L, (LHEEREFIIEEOMAICEE S 5 HEE
LB (D F b performance) (2 X2 FEOMIICHEL Twa EHIL TV
5o

(1) Linguistics is devoted to the description of language as an integrated
system (competence);whereas (2) psycholinguistics is devoted to the
explanation of language in terms of the goals and processes involved in using

that system (performance). (p. 173)

Z LT, ERCEOFHEICE T IR 2R R I FEER O SR 0 i

EAIHIE L 2 h o 72 £ IR RT W A, Miller & Chomsky (1963) CIRE X L7z
Derivational Theory of Complexity Tld, & 1) #HEZ SLOAIIZ 5220 A IR O
FHREY WA LOMBIZ 005 E ) RwE S TEP, EBIE, &
0 HEHEZ SCOMIRIE D BIERI O T A3 & 0 Bl 7 SCO MBI Z 200 B R & 1)
LI LbREVWEV) DIFTIERWL, TIHIBHE R 2 B2 L ) b
FBIEBTLZLEHDLE V) DTH L,

As many of the original proponents of the approach (e.g., J. A. Fodor,

Bever, & Garrett, 1974) now readily admit, the abstract descriptions of a
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transformational grammar do not translate readily into real-time processes.
For example, sentences that supposedly involve six rules do not necessarily
take longer to produce or verify than sentences with four rules. And although
there is a rough correlation between formal complexity in the grammar and
order of acquisition by children (see, e.g., Brown & Hanlon, 1970), there
are also many exceptions to the acquisition sequences predicted by a model

based on addition and reorganization of rules. (p. 174)

19704E 12 %2 2 &, DHEHEYEIISHA N L TR o ZBE LY 1h
iz, LHEFEFEIL SEFEORLB LTI AN TEIUIKIGT 5 5kl

Ho#tEzHRT 280012 S ZDOLORFELIZLDT
Hbo BT DI, SiEFEOLHEESIHLIOMIIEIIIZIC T2 v e v

In the 1970s, there has been a change in the way that many psycholinguists
and students of child language have used linguistic theory. Instead of
accepting linguistic descriptions and seeking their correlates in psychological
processing, many researchers have tried to formulate their descriptions of

language behavior directly in processing terms. (p. 174)

ZOFER, SikF L LHEERFEORNN R LR TE 1D TH S, Finfid,
FHEORAOREE L, LEFHEAIZOBNICL - THb NS RO LR
&

&

g1

22
*TAHEL)ChoTDTHE, ZOL)IEEGHPIRE L L, SHEFHE
LHESHEEEOLEO B, B BEoRReLndysZeThh,
Db, BEREBESEDELIIZBEVEHINT 2202 HHT 5281085,
(72721, Sibg L LHSEEE N I olo BIEIZ A - T LTt
28 LTV ALITTIERVWTHS ) .)

=11}
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(1) Linguistics is devoted to the description of the forms that are taken
by particular languages, and language as a general system; whereas (2)
psycholinguistics is devoted to the description of the functions that are served
by particular linguistic forms, and by language in general. Presumably, given
this distribution of labor, the joint goal of linguistics and psychology is to
describe the relationship between form and function and above all to explain

how form and function constrain one another. (p. 174)

Bates & MacWhinney (1982)1&19824F 123K S N727m3LTH Y, 1970 D
FELDHEFEFOBRICL 2SN TR RV,

SRR L LH A OBE 12DV T Bates & MacWhinney (1982)53 8T 5% 2

Lld, FTIZ, Levelt (1974) TR E LT\ 5, Levelt (1974)I1ZZF DFLTIK

I ICFHF L LHEOMRE R RT WS,

=L

m\
E

The marriage of linguistics and the psychology of language, while more than
a century old, is one of doubtful stability. From time to time the partners get
involved in a serious struggle for power, with the outcome that either the
psychology of language becomes dependent on linguistics (Steinthal), or
linguistics becomes dependent on the psychology of language (Wundt). There
are also long periods of coldness in which the two parties tend to ignore each
other, as was the case in the first quarter of this century.

Fortunately, however, from time to time one can witness a refreshing and
intense cooperation between linguists and psychologists. Such was the case in
the 1960’s when the new transformational linguistics gained great influence
on the psychology of language, in particular through the work of George

Miller and his collaborators. During that period various formal models were
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enthusiastically studied and examined for their “psychological reality”.
The studies were based on Chomsky’s distinction between competence and
performance, with which linguists had joyfully thrown themselves into the
arms of psychologists (“linguistics is a chapter of psychology”).

In the long run psychologists, however, could not live up to it, and there
followed a period of reflection—but certainly not of cooling off—during
which the relations between the linguistic and psychological models were

examined with more objectivity and a greater sense of reality. (p. v)

WHEDEE TINS5 TVv5 Z L1, Derivational Theory of Complexity7®
TRCELWIEPHPILAKOILETHS .

72 Sk L LM SRR O —TFerreira 2005)I2 X 5 £ £ HO—
S L EFEEOMRE R - 72 £ ) it O TRk X Ferreira (2005) T &
%o Ferreira (2005)id, Derivational Theory of ComplexityZS3Z 3T X 72\ & ]
BHLCLR, HEEREY L OHSHEEIHN T o 2B R A I L T b,
7ol 2L, BEOI=< )AL - Ta s I AB0IETS L, eI T
L TBWAELIIL, 3= AN - 707 T AT, LORAEME Y OFF
FIHEHAZLLMHEE), Torb bl 2, Ersfa &R
OB L I THAEN W E V) BRI MENTH 5, S5, A -7
7 N (spell-out) TlX, CEERDMEEZITDER T LA, LO—EH purge s
NTLEI)DTHAbH, Ferreirald, TOEWIDHIBRENTLE D L TW
L5, EHEICE D) &, 3= VAN 70T T ATOLDORAETIE, EX
L7-8855 205 (phaseZ & 12) PENEDAE N, ZFOHBROIRETIEZZ OF4)
WBERZZW (ZOFGOBRIFATER ) 2Lk TWEDTH S,
Ferreirald, =9 L7cIRAIISTLILICIIMBECH D LEF) D TH b,
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As mentioned above, the MP [Minimalist Program] as a syntactic theory
appears to be a step backwards for psycholinguistics (although perhaps not
for syntacticians, of course). One of the fundamental problems is that the
model derives a tree starting from all the lexical items and working up to
the top-most node, which obviously is difficult to reconcile with left-to-right
incremental parsing (but see Phillips 2003, for an attempt to deal with this
challenge). Also awkward is the notion of “spell-out”. The basic idea behind
spell-out is that, under some conditions, all syntactic information within a
subpart of a sentence is purged before syntactic analysis of the entire sentence
is complete. Because of the way these subparts are defined, this proposal
predicts that reanalysis of a garden-path structure such as While Mary was
mending the sock fell off her lap would be impossible, because the syntax
of the adjunct clause would have been deleted by the time the processor

received the error signal fell (Weinberg 1999). (pp. 370-371)

Ferreira (2005)1%, Derivational Theory of Complexity7* 5 BI{E D Minimalist
Program ¥ TOHGGF T L LHFFEAOBMROEE T 2 254 L THRE L Tw
L7200 THL, Gk MEREDL ) ZHEREHEAREIPLREL T 5,

BUEIR, SHLEE LTV MOIAOIES) i~ 2 Wi S A0k
(Event-Related Potentials (FF5BIHENT) < functional MRI (F¥REMIAE K ILHS
ERE) 7E) Y, FHEEIEDLoTETWE, LEPBHHNIZED L H 12
WL SN TE D, SHLHEEIZOLEZ EO L) ITHHL T L%
BARMICHEEE L CHIZEL LD L LTV 20 Th b, MESEFETIE, &
DOHIFEIEDOMEIZ D T D imm SN T, & LAEIMWMNICHNTIEILL T 5
EWV)HIHRET, MO FFELEEED Z 0L CER EO L) IFHL TS
PIBLD DB &) TH D, Ty L MERFORRIZOWTIIHE2E T
FERCE
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8 FERIIERETFE L LHSHEFENIRoTnL I L

CZETHEBFEOEL SRELE ORI OWTOMEm M L TE
2, WHEDOBIZED &) RBRAD 5 D0 % MEIRT Z LS TE 2L
INFTHEZAIEHR Y, Ferreira (2005038 L Tw5b L9 12, SiE¥E O
HWEBFOMICIIEER DD 5o 20 &) RIRN CTEBIZERSE L OBER
FZIIMELTVDEDTHS ) Ho

EBROSHESE L LHESEFEDORL > T0DH I L% ADHIIZ, Chomsky
0%&tm¢m®ﬁ@mgmﬁﬁ%%fﬁ<@ﬁ;wﬁ%éio

Chomsky (1988)IF, KD X I IZHRT W5, b LAERTHSE () 2
performance % % 9 AT ZR I ZHLAGA F LT WAIUE, BEITERIZ AR TR X OU)
PIRET DEMEFIHT LI EHNTE L, LL, ERTPHE G 13H
MEsAMEH 2 72012 G SN2 TiE v,

Considerations of this sort bear on the possibility of providing so-called
“functional explanations” for properties of language. If we construct two
systems at random, one a generative procedure that strongly generates
structural descriptions, the other a parsing system, we are likely to find some
respects in which the two are well adapted to one another, others in which
they are not. If the generative procedure is incorporated in the parser, which
has access to it for performance, then the parser will be able to make use of
the information provided by the generative procedure to the extent that the
two systems are mutually adapted. It would be a mistake to conclude that the
generative procedure was designed for use by the parser just on the basis of
the fact that there is a domain of adaptation. One would have to show this
domain goes beyond what might be expected on other grounds, not an easy

task. Such questions arise whenever functional accounts are offered. (p. 14)



competence & performance —3({F:E S iR LEE— 135

B SCEDFNT R I A A TN T IUIL, TR 2 & TH 575,
Chomsky2*HIE T DI, & { F Tcompetencex i (2 (fEERIZ, HHHIZ)
HTZ L LLEOMETHY), BEsThz D L) ITHET 200k
EZEOFMNETIE L VDO TH L, T LT, %< DOFiEFH(syntactician)id,
ChomskylZft> T, Tl |ZIZB.02E0T, WEoRBIZESLTE 7
DTHAbo

LA»L, FXLEEFEOTICH, ChomskyDH R T 5 AD W5,
Jackendoff C& %o Jackendoff (2014)i%, Chomsky & IZRHIZ, FRESFE I,
SCEEOH RN W CEHHREMET 20 TH 575, [FEEZ, FiHLH
DFINZ) T MAATN, FRRICE > TRIETEX A EEHBRTHERL 2T
NUE7% 53, competence D FFi & performance D HFH 1L, N2 AL OIS T
YThsr LKL, BEWIEKRODLZMEEREZ LU bhneE
RLTWD,

A theory of language processing has to explain how language users
convert sounds into meanings in language perception and how they convert
meanings into sounds in language production. In particular, the theory has
to describe what language users store in long-term memory that can enables
them to do this, and how the material stored in memory is brought to bear in
understanding and creating novel utterances in real time.

Linguistic theory is an account of the repertoire of utterances available to a

speaker, abstracting away from the real-time aspects of language processing

and from the distinction between perception and production. | take it that

one should seek a linguistic theory that embeds gracefully into an account of

language processing, and that can be tested through experimental techniques

as well as through grammaticality judgments.
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Unfortunately, many linguists assert that a theory of performance has no
bearing on a theory of competence, and many psycholinguists “retaliate” by
asserting that a theory of processing has no need for a theory of competence.
But a linguistic theory that disregards processing cuts itself off from valuable
sources of evidence and from potential integration into cognitive science.
From the other side, processing theories that claim to do without a theory of
competence always implicitly embody such a theory anyway, usually a theory
that severely underestimates the complexity and richness of the repertoire of

utterances. The goal here is to develop competence and performance theories

that are adequate on their own turf and that also interact meaningfully with

each other. (p. 578)
921X, JackendofflX, LIHIA5H, B HEIITIHWUIIIZBOA RV LD
TH 5D, SHTEITFLIIEIZLD &) Z0E 2l L 2 udz
SRWVEFELTWEDTH A, Jackendoff (199X KD X ) IZIRRT %,

In particular, one difficulty with traditional generative-transformational
grammar is that it has not always lent itself to useful interpretation in
processing terms. Although some linguists maintain that the character of
formal grammars written by linguists need have nothing to do with how
language is processed (thus excusing this opacity of traditional generative
grammar with respect to processing), I disagree. Along with a substantial

minority of practitioners, | believe that a correct formal grammar will have

something useful to say to theories of processing. (pp. 37-38)

Jackendoff (2002)I2 %, KD &I LitdhdH 5.
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Let me make clearer what I think is at stake. A theory of processing is
concerned with how a language user, in real time, creates structures for
perceived and produced sentences. And a theory of competence must at the
very least account for the range of structures available to the language user.
But I now want to go beyond this to ask: do the principles of the competence
theory bear any resemblance to the principles that the language user actually
employs in speaking and understanding language? If not, it is not entirely
clear exactly what is claimed in attributing psychological reality to the

competence grammar. (pp. 197-198)

Jackendoff (2011)i& H 73 D RF AR OFER & /- L %235, competence
& performance DR DOE % i U T\ b0 EOLGIYIFETE &1L, ERRIZAM
ML EFENT LR, SHAETOMGET 2 CEE ) OIRE (ZTHR 2 IHE
WCHHT 5% E) RN TIToTW2 2 L2 ETOTEARVEHDS720OT
H5o

Another tacit assumption behind Merge is that the grammar operates step by
step: A is combined with B, then {A, B} is combined with C, and so on. This
leads to an inherent bottom-up order to building structure. In older versions
of generative grammar, of course, the procedure was top-down instead,
starting with S and expanding it. In either case, it has always made sense
to say one operation happens ‘after’ another, for example, that morphology
takes place ‘after’ syntax, or that material is ‘sent’ to PF (phonological form)
at the end of a phase ‘before’ syntax constructs the next phase. When I was a
graduate student in the 1960s, we were always taught that this has nothing to
do with processing: a speaker does not start with S, expand it into a syntactic

structure, insert the words, move things around, then send the result off to
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semantics and phonology to finally find out what the sentence means and
how to say it. Similarly in the minimalist program: a speaker does not choose
a bag of words (the numeration) and then build them into a structure starting
from the most deeply embedded point (generally near the right-hand edge),
and gradually, phase by phase, figure out what it means and how to say it. (p.
599)

L 7L, Jackendoff 201)EZ DE 2 FIZEMA R L TWwb, TOEZHIL,
competence & performance® &) BfROIT 200 & v ) MEZ #ITTWAIZT &
BRNEV)DTH b,

If one asks what this ordering of operations means in terms of the
brain, however, the answer in the lore is something to the effect that it is
‘metaphorical’, or that it is merely a way of defining a set of sentences
inductively, the way Peano’s postulates define the set of natural numbers. It
is meant as a characterization of competence, not of performance. But then
the question is: What is this notion of ordering metaphoric FOR? What does
this inductive definition have to do with how the brain actually processes
language? My sense is that these locutions are just ways to evade the
difficulty this approach has in bridging the competence-performance gap. (p.
599)

Jackendoffld, FFEY L LHEBRFPHEICEMKT RETHE I L 2EHD
Twb L, Chomskyd, & LAEWMTFHE (k) Aiperformance % ] ) fAT &
AR TR TVIUL, BRI TR E ) et 2 5z A
FTHIENTEDL EFHERTND, Lol HEILZ, £ OFEFEET—
y RIS (BT L Y M) ST E 2 0EEMELL) L LTwD
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723 Tdh %o Chomskyns, BIZESNL T — ¥ 2B HHTE 2308300
WKWEELTWLOTHY, EOLCHERIEMEILT 2 LT VWEF o T
WEDTHENS, %L OFEFHEDLEOLNFELEOMEL AT 5 D1
BIRTH DL 020 LNy, B THIH L 72Jackendoff (1999) T, “Along with

a substantial minority of practitioners, I believe that a correct formal grammar will

have something useful to say to theories of processing.” (p. 38)& BB HN T 5
IO, SEREICERZOEEHEEL L) L LT 2l rE R B R w
DTH5bo

BREFHEDOIED Z L3R L CRB A SGELZITICESLTwa 2
&1, Phillips & Lewis (2013)25#H L T2 %, 5357 THAST L 7zextensionalist
positionx FFETIH T4, T2 THRRENTWDLDIE, LELVIHIDIE, #
DHMED L FFHEDO T R COME L LPOZNDOHTH S &9 =BG
1Y 7 3129 & 72 W & W 9 extensionalist position Td 5 o

The third possibility is that a grammar is merely an abstract characterization
of a function whose extension is all and only the well-formed sentences of
a given language. Under this extensionalist interpretation of grammatical
theory, a bottom-to-top grammatical derivation is not a hypothesis about a
sequence of representations that a speaker would ever mentally construct, on
any time scale. Consequently, theories that adopt such derivations should not
be evaluated based on their correspondence with the mental computations
that speakers actually carry out. Instead, such theories are accountable only to
how successfully they partition the grammatical and ungrammatical sentences
of a language. We suspect that this is a position that many practicing
syntacticians are comfortable with, and it certainly corresponds with much

standard practice in linguistics. (p. 13)
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% LT, Phillips & Lewis (2013)i%, Z @Dextensionalist interpretation of
grammar & #LH$ 5D TH %,

TV, CONYTE, CEAROM 2 OREFRE, LY AT ADRME
HI 2R TldZe <, MR BBOMRERICT &, LIRS 5030
70 ARBIEMIZ L TWE EBRTRETHDLI LI D,

By claiming that it [the extensionalist position] is merely an abstract
characterization of a function that generates the grammatical sentences of
a language, it places itself beyond the reach of most empirical evidence,
aside from acceptability judgments. If one takes this position seriously, then
the individual components of a grammatical theory should be understood
as having no independent status as mental objects or processes, as they are
merely components of an abstract function, rather than components of a more

concrete description of a mental system. (p. 13)

295 L, (BlFHED) WEDOIRE LSRRI BT 2 BE L EH O
BT 2 D ERE R 2%k b,

If the goal is simply to describe an abstract function that generates all of the
grammatical sentences of a language, with no regard to how speakers might
actually generate sentences in real time, then it may be considered irrelevant
to compare the grammar’s derivations to the operations of comprehension
or production systems. . . . In the well-known terms of Marr (1982), the
extensionalist position is that a grammatical theory corresponds to a
description of the language system at the computational level (as opposed to

lower level algorithmic and implementational descriptions). (pp. 13-14)
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g, PIR1983) & (1991 T, SUEDLIWELOREE I Y 1P <
W L7, ENLIKE, SHEFERLHESHEFEOMT, WESGHIZELET
HDHE D HIEIZ SNZWZEIE R TV,

eI, ST IO SHEFAOMERRIIHE VB LZR> TWwin
2, L OUHEEEY T IS ST OSOE L ENTEEO BT S 50 BERAS
HEDTH? ) LBCLPLERE LT TWb L) OPEZOHRTH
bo EHRMWRTELWY TIE, LHERDEL IICEOLHEREZ IR L
THINTVE, LHSEFEIIT > TWAEDIL, SHEFBEIIRET S
DFIWZ LHERTHRT AL ES A b ¥ £ OLHSHEFOFER
TIE, BANICHEIET 2 L0 SN D EREFHEORRET 2 EIEDS W TTN
AT, TOTFHEY OFER (728 21, ISk 255 i, 2o
FIRL R LDTHL EHWITHDTH D,

7ol ZE, FHEEROER T, X0 ILEREVBEHT L L ZOMIKE
Br(trace)D 58 S5 EMET A7%, & 5 LHSHEFED, WAOLHEIZZFD
ARE B D AR AAFAET 5 2 & R LEFERTHEI O E L LD ROBIL
FRTHEI . (EIHIITIERENTWS, T72, [ UIEE(Index))s 2T
WALRTHE (whokt) ERI—AMEIET L VI ERTH Y, i 8EHSD
WTWARIRTIF A DA ERIET L) T Lk b,)

(a) Whoij do you want # to shoot 4?

1

(b) Whoi do you wanna shoot #?

()DL T, wholdwant?® HIYFEDNE 2 S CHICBE) L 72 ([H % 72135
2y a—bhLTELVYOR]) &3, shootd HWFEDALE D & LHIZEE) L
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72 [Halidi#rBb7-0vor]) LdE2ZONL, 2F), ZOXIETHE
D OFRPIRETH L DT, TOLEHHRET 2 DIIIR A0 THSH
L, COLHEHEFENTFUTLELE ). —F, (b)OXLTIE, want tod’
#i#(contraction) S AL Cwanna & 72 - TV 5 DT, JEHRIEshootDEHZIZ L 227
WRTTHY ([Hh-ZHEPELVOR] EWIBRLLTERY), =
DX HFET LN L SNLERIZ(@ L ) FnE, ZoLBEEEEED
FMTLELE)e ZODLEIFS L DILELREMANETE 5824 7%
MEAE z, ERE LER 2oFE) OfEE S IUE, o0
BREFHEE, WANOSTEIIRIESFET 2 EEL TS LW EHET 50T
BB HRLERBROBMATLHASHESEMET 201EZH) ) HIYD 7
DIZEND T ENEZ W,

9 HIEOT L

#138TlE, Chomsky (1965)I246 F % competence & performance® [X 5l & #H 41
L 721%, competence & performance® BRI ED & ) IS N TE 2%,
F 9 WEOLIFELEDOBILAD S, Derivational Theory of Complexity % H1/[s &
L7z e el L, 2otk QELBEoMoMROENME: COLEPSEHE
WHOBETED LI ITFHENTVLED) LWIBEDL, WDHhDH
e BEBL L 720 BEETYE O L FHAEOBIEOAN—BOMB 2R L7z
%, TOA—FEMEL L) L H)HALMN L, 2L T, BARFTIE
HE R MRS OB EAE I L 2w o L FERS, &z (HALT
@ CTIL Ay M) CEEHESTUE, 2ok CHERIZREIZT S
VED T\ & EiRT B ChomskylZfE> T, BHEMEHEFE (EBCCEYH)
SALIICB LA RS W, S OLHEHEEEIIEHEEIRET S
LEOZLEEFEHT 272012, HDH 0L, ZOLEILIICEREL T D
CLEFHT L7002, FERE L TWDL L) T E LA LT,
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£l

10 FabT & R
10.1  FE S F 020 DGR E—REERENT I8 & itk he
A= v TgE—

DHSEFBFOSE TR, CEOOHFEIEEHG S el T & 722%, BIE
GREEIIHIN TRV, Lo L, BFEOFRELSOH WMt EHT OO0
PO MAPHFONL DD Lk,

MRS FE A © Dcompetence & performance D AR DWIZE T IE R & 45
T C20H B0 HKERENITE & thiER (IR A £ — 2 > 7 TfgE) T
5o KEEHEOWIZEIE, 1914 DBroca®® Wernicke LRATH LT & 72551
HWESETH Y, WbkRE A X — T ¥ ZIFRIR20M A KD 720 LA 5T
& 7z functional magnetic resonance imaging (fMRI) (FERERYRE SIS () 7
ExRflio WL TH B,

102 BootEReR1E

MRS (CRFEEZ b MEERE A A — 2 > ZTF%Ed) HHIREICT 501,
SCEDYEELING, BOBIEREY D 2. S, BER, Hibm, =
BRF & Vo 2RO KM CCEDOTMEY 2—b) LMOZEA (Zhd
EVa—VThD) LOMIKHSHEGRDH S (ZDF 2T % MOERER G
L)) OB, HHVIE, UEOLTRM & MO KA & O RIZIERIGEIFRIE
%, WMOBHMBOR Y N7 — 27 PEERELZF > TR0 Th b, !
LEOTMEY 2=V EROTEY 2 — VORISR S 5 Dk
MLV HREIZE L TRRRENICT - 20DV H 5. FMILEHRTSH
DEVIVHELERNE W) VB TH D,

Z D2 DI O % Kutas et al. (1999)2> 551 L & 9 - Kutas et al. (1999)
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X, BFHOTMEY 2= VORBIZZENEIUNORFEDEY 2 — I & o T
Pebi, MOBHIZE I N nwE W) G E, KLV TS LA
WERMNILTIEBLT, HEIEHLD ) L) il )20 8% 3
LT, BloEBEZ 35 &, S HIEE A (domain-specific) % D 7»,
HHNIE, K —H 7 RRA L OfIF % 521 A (domain-general) DA & ) 2
L ThHb,

Neurobiological data also can inform theories about how various
representations are used during language production and comprehension.
Some theories, for example, maintain that various language subprocesses are
handled by independent, highly specialized ‘modules’ that are impervious to
other types of information. This approach predicts that brain areas processing
different types of representations will have little direct influence over one
another and will become active in specific sequences (e.g. syntax before
semantics). Interactionist accounts, on the other hand, maintain that lower
levels of processing/representation are not entirely independent of higher
levels but rather interact with them continuously during the processing of
a sentence, for instance. Both accounts continue to grapple with questions
regarding the domain-generality of language processing. To what extent
does the structure of language arise from the functioning of language-
specific neurobiological processes and to what extent does it emerge from
more general cognitive constraints, such as the amount and availability of

attentional and working memory resources? (pp. 360-361)

10.3  KEBIEDWISE
FNTIE, FF, KEEEOWIZEN E L SREHOBEROMIEIZED &9
WCEHNT A2 R CTAh LI,
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10.3.1  RERAERTSE &SRO LI FETE

$9, Obler & Gjerlow (1999)D 4115 Language organization D N7 % #fi/
THI LT B ZTIIE, REEMEI GEDLHFEEIZODVWTED L)
BREMDSTEL2PBREN TS, PIF (147%—=T O F 2545 F S Broca’s
Region WorkshopD#fA O Hi F T), Obler & Gjerlow (1999)D 1 EDFI/NTH % o

DI, 19574 D Chomsky D Syntactic Structures® HIRLIE, SREFH 1L,
SCE X DR ER L, FECEM R SUUIER L 2 WIIR % €TV EED
HE) L LTELN, TOETVNFSHELHOETVOREN T TH 5
ERBTVGEZOETVEIEHELBE L IY VSN OTH L L BT
G D2ON B 5,

GG 72 SCEAL B RRILEL L AT S D BIRAY D B LIET 5o €I T 5 L,
7ol 2R, KEBEOBZEOMEIRT, HLHHEEOM (72 & 2 IXHEERE) OFEH
CEEND Y, BBRTAHEEOM (728 21345 L 85) oM ICEEN 2
WEFTIUE, ZO2200HIELIHICHRFIENTWEZLIZRE2DTH b,
MRW % ST LG OIICELET 5 L) T EiE, ThsHRIZHRT
THHENY THL, FSHEOEESLEMBICBVTHEAL TV LR 2E2
EWnWHZETHDH,

Obler & Gjerlow (1999)i%, Tk & 2SER 3 2 H.H T i 8 7 S0k
(competence®E 7 )V) & Mi#EVH % B 5 5 iEEH (performance) & DBELRIZ
DWW, SHEYH O SFENHOBIEO I~ — DO REERYE D L DD,
HBHVIE, BREFEOLFEE SHLEICHH S NG GEEHO b D00t
W ZEPRETH S LBRT VD,

How then does the notion of “psychological reality” speak to the relation
between competence and performance? While most linguists are interested in

studying competence, as we mentioned above, that is, the elegant underlying
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grammar of language as we adults know it, we may well ask how our
flawed performance relates to this competence. Is there a simple one-to-one
relation between the rules of the grammar and the rules we use for speaking
or understanding (parsing) what we hear? Or is there an entirely different
grammar built for producing language and understanding it, one that may
take into account such factors as word-frequency or the likelihood that certain

syntactic structures will be employed? (pp. 142-143)

Obler & Gjerlow (1999)i%, H#Ham, TERER, Miakmm, s & B, 54,
EEXSEORALREDD, SEFEOLENSELETHH SN TS & F
LAFRAEZF T b, 728 21E, THEmTIE, HREOEEE, H2EE
DHELEANBRZTRET L2, TN 100FRZT NP ANDDLLEDT,
BEROOLHEREDFR L 72 5,

In the literature we have covered in this book, the psychological reality of
phonemes is evidenced most vividly in the phonemic paraphasias of aphasics.
Regularly, in this sort of substitution error, it is only one phoneme that has
been substituted for or omitted (e.g. spill for spell). Recall that the equivalent
can also be seen in the visual-gestural system, as elements equivalent to
phonemes are seen to be substituted for in certain aphasics who are speakers

of signed languages. (p. 146)

BERPANEDL LIRS, B 1272 RLLE5RTANED S Z LA

EANE AN

A\

Recall that when phonemic substitutions are made by aphasics, the

substitutions are markedly more likely to differ from the phoneme that they
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substitute for by only one feature (such as voicing or friction) and markedly
less often by two or three. Thus aphasic pronunciation of the word “cat” is
more likely to be /kad/ or /kIt/ than it is to be /kIs/. The notion of distinctive
features—the linguistic constructs such as manner or place of articulation
that distinguish among similar phonemes—is supported by such a pattern of

breakdown. (pp. 146-147)

tﬁu(%m&cmmWa%m@,%n;@f%%ﬁf,%ﬁ@%t@%

ZAF AR AT IUE, ABORMAIZIZ- &) & L-FEo [HH]
PHEHETDHILERRET L2000 LAV, ZOWFRICIZEROMED) B
b EIRRT WD,

The frequent “fit” of linguistic theory with language performance in
breakdown would suggest a well defined “map” of language in the human
brain. However, the many articles cited in our chapters leave open countless
questions for further research. Also, we must look for instances where the
details of the data refuse to fit nicely into any theory. It is markedly easier to
locate instances where linguistic categories fit the data than it is to claim that
one has data which pattern in a way for which no linguistic theory to date

provides an appropriate explanation. (p. 155)

A, SREFEE, CEPKREHEDRERZ FHHATEX 256425 LIFC
LHEOLEENTHH SN/ LT ) 2 evd b, EBIL, KiREE
EOLHEE R G T 203 L VO TH 5,

MESHEFEOMTY, SHEFEOLLEL SEHLIOBBRII OV TOH
FRIEHEA TV WL ) TH Do 2004412 F A Y DJiilich THIfE S 7172Broca’s
Region Workshop® Z I D 3 % £ 8 72 Grodzinsky & Amunts (2006)D 5517
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HCTT—7 2 ay TTOFNRIMRAENTNEY, £ZToORmERSL EZ
DZEDNRELDDD,

LG & SRR O BIHR 12 D\ TMichael ArbibAh EER % #2175 1) T
Who PEAREIZL T2 00E, %< OiffE# H*ChomskyDcompetence
grammar & IO FERT & 72 CZIFANT VB Z L TH S,

A diversity of linguistic theories came up in the presentations here and in the
related papers. I’'m firstly struck by the fact that Chomsky for many years
was very insistent on the separation between competence and performance
and that his theory was a competence theory. I see many people here using
straight Chomskian competence grammar as part of a performance theory
without any methodological discussion of how it is appropriate to go from
what was explicitly declared by the master to be only appropriate for

competence. (p. 274)

ZAUIK LT, Grodzinsky2¥E M % L T\ 5%,

Can you give a concrete example of what you mean? (p. 274)

Arbib® [0l A LL T T & 5. ArbibldGrodzinsky H & Dtrace-deletion
hypothesis & H#HIZ L T\ %,

Your trace-deletion hypothesis is an example. There’s no processing model
there. You simply say, let’s consider trees and imagine deleting the traces,
which is an absurd notion from a processing point of view because it assumes
that the traces are there to be deleted rather than offering a processing

account of what an aphasic brain does. I cannot believe that what it does is
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to construct the traces and delete them. So, it is not a coherent processing
account.

Naama Friedmann has a beautiful analysis of production data. What is
the thing that connects this beautiful competence account to a processing
account for production and perception? What are the ways those trees are
constructed? What would it mean to say to “add higher nodes”?

In the same way I’m seeing what maybe [sic] coherent linguistic accounts,
what may be divergent linguistic accounts, but I see no consistent attempt
in the literature to map them to each other. I find each study fascinatingly
compelling. Then I go to the next study and there’s a completely different
linguistic framework and no account of whether those two frameworks really

are incompatible, they could be reconciled. (p. 274)

Arbibld, FikF & OHFHEFOMBTOIMDY L7z, SHFEHEOLED

Y=
/‘/LDE‘

-
—

BAEDEBIZMN TOITON LD E D) EFEICL TWwWb,
Z C, Grodzinsky® A & % W % #i |2, Grodzinsky®trace-deletion

hypothesisD BB UE TdH 5 9 o AW SCETIE, BERDPBET 5 LI (trace)
HEED, B L2 ERE ZOREWIIFE CIREL RO LES N TnE, /2L

2,

K DaDZE LoD DD 5 HHYEEDthe robotz FFEDALE (D-1#

ETIHZEHTeTRREN TV D) IIBBTHZ LIlL>TRES NS, H
BREDMIEICIZEDR (CERENTWVD) 25D, the rider & dld[7 UIRHE %
oo, (BI3CiZ, 3.18iDDerivational Theory of Complexity®#iHH T L 72
Harley Q014)DBI LA LT %.)

a. The roboti was chased t by the ghost.

b. e was chased the robot by the ghost.

[
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the robot7’chased® HIWFETd %5 LT & % DI, the robot& chased® H 1Y
FEDOMEZD BIRPADF LIEELZ b o T2 05 TH b,

Grodzinsky Dtrace-deletion hypothesisiZ £ AU, KFEELE L 2 OIRER % 1]
BRLCTLE 9 DT, the robothichased® HIWFETH % &2 ) fERATT & % <
HhhHEWH)ZETHLH, ®

GrodzinskyD &1L, FEEHEG Lo & SO MR O MIIEF U b
DTRBEVWEWVW) ZETH b,

Moreover, remember that we use this concept (trace) as a descriptive
device that carves up behavior. It does’nt mean that we have a neuronal
theory of traces and syntactic movement. You use it as a descriptive device
and then you go along to see what the next thing that you can discover. . . .
Furthermore, as long as your claim is used in this theory as a descriptive
device, you’re not committed to a processing theory because it’s not as if you
want to derive the behavior from some neuronal theory. You just use it as a
descriptive behavior that correlates brain areas with some kind of behavioral

distinction. In this respect you simply do the best you can. (p. 275)

Arbib?’, JEEFDEBEOMAOMEEES) & L COF L OSBRI L
T3 L, EEEOHIBRAEROMANOMENEE) & L COF LI O#AET
THhbNTWD EIFEZHNHR\VE L TGrodzinskylZ AT L TWADITH L,
Grodzinskyld, IREFCIREFOHIBRIECE LOFLRTH D), EBREORAN O
e L COSHLE L IEHENIET 530 TELRVERGHLTWLEDTH
%o 2 ZTDArbib& GrodzinskyD X 2 ORI, H1IEHTHRY LIF7-0HF
FEEOBA LR S0k SRELHEO BRI AT E OBMES R L 2 b
Thho
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10.3.2 %E%Eﬁﬁ%’% & B e E R O R

REHEMFEDS SREFICEHNT 52 0 ) 100\ ER ML, AT 5 SR
DOELLPIELWVE, &6 56 0MEOF LM ) OLFEEDERDH 2 T
HIMTEDLEVW) LD THAD, 728 21E, Avrutin (2006)1%, SiEHH & LiE
FERFZEIAH T ERN T % L W) VB SR L H Ik RTw 2%,

Aphasiology . . . can contribute to the proper formulation of a linguistic
theory in at least the following way. Assume two competing linguistic
theories, one of which lumps together two linguistic observations (e.g., two
different types of linguistic constructions), while the other suggests that the
observed facts are to be explained by different principles. The two theories
would make different predictions about the linguistic performance of brain-
damaged patients: the first one would predict a similar performance on
the two constructions (both good or bad), while the other would predict a

possible differentiation. (p. 49)

Grodzinsky & Amunts (2006)D 1 7H I ENTWEL T =27 2 a3 v TTD
FAmO—HEH AL LD £ T, Sergey Avrutinld, LFEDF[H Tk~
5ILTW 2 RFHENZE I X F R OWIE I = E# T 5 & v ) [/ LER =l
\1\%0 33

With my linguistic background, I think that the studies with aphasic patients
can actually contribute to the /inguistic theory independently of the exact
knowledge where the damage is. Specifically, suppose that there are two
linguistic theories, theory I and theory II. Theory I claims that certain
constructions, X and Y, are grouped together. Theory II claims that these are

two distinct linguistic constructions. Data from aphasic patients can actually
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tell us which theory is true. Here is how. Suppose that the patients perform
equally well on both constructions. Then it is evidence for theory I, but not I1.

(p. 272)

EHEIT, L DLBEIEEFED D L LEMFROIE L S 23T 5 729012
DEFERZE LTWD 22BN L), SHFEVEREICH L HFE LR
ROBNL, &5 CFEHFHOIE L & 2 KEFEDOWIE THED © b5 W REMED
HLNPETHb,

10.3.3  JEBRAENTE & O FERE R AL

ZZECTIE, MBESHEYEVPIGRELMIRTAHNE LTI, CEoLH
FIERTEPD 5720 L SEEM OG- D D203 5 Lk R T & 7275, i
BEREENEERZ T 5 0 ) 120 HWIZIE, MOERBEHIIEL
WHRE)DEMRTDDEN) TN DL LLHMENTVDEDOH, 70—
ARG % % B L IELEN AL E T HOT, 70— FAE LI %
AloTWbEVIBTHD, 72, TV FBIEEL I L EED
HRICEENIE X L20T, Yo vy FHIEIESHEOHBE LR L bEbNT
W,

LaL, EBIZIE, &2MOIMMHEEE 2T 2 L LTRHEOSHEREED
XD LIRSV Ebbho T D, MOBGE & SHEREIL, Hil
W2, =R —ICRIG L WD TH D, LA ->T, BHETIE, MO EOR
MAGFEDORREE Tl o T D &0 ) BLUEEFREE DA v IMOTRRER1EIZ B
LT3R X — Y v et 7 ¥ 3 Y TREL KUY EiF B,

1034 KEEERE O F—LGEEEZ O RIFIENL TW 3 n—
M ZE 7 & CLEMAIEG T4 L SRERENSR X2 L W) DIXEHTH 5,
TlE, WM EEZ 25 SHEREENKRE L L) 2 &g, gt
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HFHETLHEVIZETHAI B HD VI, ERMITSHELEBEREL - T
LT THY, FOWIEIIEENIE L TCOLEZOLDOEEELZIF Wi
VDTHS ) Do

Obler & Gjerlow (1999)ix, T D HIZ2O2WVWTHF KL TWw b, Obler &
Gjerlow (1999)i%, MG 7% SERMNGH & EBEOFFEMEH O XBNIHSA 7 3¢
BB Z L TE20THY), SHEEMNLOMENPSEMEZFHNT 72
DT RV ESIEFETRMAT 20 TH LA, FEREOHIES S 20X
WREDR L DTHDLZ LN bbb EBRTWVDE, SEORERPLEMRIZEE
DY, LFEMEZFO L OIFBE L TR VLSS D L) DTH D,

This linguistic distinction between our knowledge of language and our
actual use of it has been stressed by linguists to emphasize the importance
of focusing on the abstract grammar. It was not intended to enable us to
understand even normal speech errors, not to mention the production of
brain-damaged subjects. However, we may say that the distinction is made
much richer by the literature on language breakdown. It is most strikingly
evident in patients whose output is agrammatic, yet who are able to perform
quite well on grammaticality judgment tasks. We must assume they have the
grammatical knowledge even if they do not appear to be able to use it in their
speech. Similarly, we must assume that competence, as linguists think of it,
is spared for aphasic patients who have either production or comprehension
skills impaired, but not both. Likewise, patients whose only problems are in
reading, or in understanding auditory language input, but not both, provide
evidence that competence is spared because they have one modality that is

functioning. (p. 144)

FEBEOFEET— 512D, KFHEREOHEIZENL TRV E N
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AR ERL TV 2 OPARHE007)TH %0 ALRH(Q2007) 144 1K S0 % Hag
H7Zmide e LTnWbA DT, ERSUERICE 21X, ABIXEE CH:(Universal
Grammar)lZ 2D W TREEDO LEZ MNICNEL T 52 D TH 575, NI HEs
U TH, TONALE N LFERENLZVWE W) 2 ETH DL, ARH
QOOYDEEE RTBZ I,

WAL TOBBZ2ZETL . TOTF—F@NIVSDRTEETH LY, Ik
RN OFEFTE M - THEIL L7209 & Z0FHMAZFIHT 5.

€)

ARLEH L] #ing Lz, Bk (0] 9213 [12] B
SEA D) BeThhFE [T] 22 [Tl BE EAY, /S
v [E] BinF Lz, T&b L] BAOHERE (%) IO
Haw [EFo7]l, TEHTH [#7] Jek [1I2] BEFET 5.
D) O [D] BEHE S A (B KT, 3 CRImPE [12]
ABELFEL [72]e 3w, GHEIZSAHBETY, T3 L&
Tdo &% (%) 41 [T] LEd. B [@] Bofz [ZE%]
MENIER (B v, §H) b TFLvhini]Le
XN 7z,

[ ] THINAEBIL, HELTRLRVLD, () THIALE
HL, HEECIHEEETORLLR T, %L LTH L2902
b o, [ ] THIENALEBRZ FOBEMOEHR (Z2TIEMThH )
MR ERBYI T, AKIZZESZ2MVARETHHbDEETD
DET D, (pp. 121-122)

COXHDOEROBFIZELZ B TT, KRHETIEE

D3 B DD,

SEMERF O L Ok
STENROER T CHEDS S 5O W L TWwWbLDTH L,
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ABRHIE, RO X ) ICHEREZ L Twb,

SO, FELL, [EMRRADEBOHRETH S| (1LE(1985:
225)) Lo T, L7z8o TERBAMZNERIIRETH - TH,
TN BHT 272OICHV SN DMOBEIIICATREG D HIL, DR
BELCEFEEDICIL 5O TRVWEIARH DN LI H5T
BMTE22LTHD, BlEHICSDI THWVEIANDH 572

ZORENPEFEMH#HZOLDIZHD0H, Tl b S0 EA I
P BLMOFEINCHLDOH, TOREDODVEETH 5, (p. 111)

ZLT, ARRHEIE, ROX) 2#EERE LI EDH D ERRTWE,

(1) THGERE] &1, KW EOFEMIRZEIZ X » CTHET 5 38 HIE
DT GFEEHOERT) 20V ad s SiEnsz i —
FEDOANT TV —Thb,

CIT[ANTIT V=] LES5DIIROBEHIZL S, BEITIEE
M I RIFLTB Y, LIFLIZEFHICRE RS TW D
WA EES T TEDEFICROENT V2, TOEHFHES I
TE2LDTHAHILRBFEL) 2T, BEIZOEMSOHEIC - 17
WEREFICWZR, ATPLEZOHFTEELTINFEET LV IE
TEIFFEHZ I o TWh, L) LATEZLIENTELNSLT
H5,

DL BIFEREBIIE OO S THROEHEBERERIIT L, —

i, REEEESENE (bbb 20 0oREARV LR
CidzewE 2 5, —2I21%, JFBE & BE5 O R4 — i EIR
ERMTORRIZH D b D& L THIRIGIZALED T 7200, b9 —DIC
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&, REEERAARE TREE] Tk, BTy v VO L2785
RN 2L GEAL X9 &R RGO —2>0%TH S L%
AHHTHDo (p.112)

ABRHEDZET T 5 RKEFEEIC B A I KRS 2 MBS LT Db O TH
%o

(3) a. WERBIZELZZRADFTHEARIEZCOAREIZB W TIEE
N7z,
b. KEEED [SEEE] 2253013, SEMNHOMETIE
%<, BREHEROEHOMETH %,
c. MERE LA VWG LA LTI, @6, fEE Lo EE
HTH Do
d EERIZHBEREGETOE, RERLT LN VR EDET S
fETIE, BEPARRE ) V) FHEEREHCL206 ) ThH o
TehD3 R4 (AETT %, [HIEROEFIZEO N Tw 5,
e. KEBEHIITIELL T2 405 ] SENEI 2 1T-> T\ 5,

INLERAELTEZDL L, KEHERE VD DI, — I [FEE]
EZIFEENTwRIINES, B—]MIZIE, REANGBELZIT:
A3 2 OIRRED R O #PH THRABRIC S B A EH L L5 L LT3
s, WHITHENRA NI TV —Thb, LADLIELTEDLD
THbo (p.114)

APREAS, KEERECHHRARZ O OREELZITTB 5§, EHmICE
EDoBHEERDEELGPPL oo T DDODVLUTDIEATH %,
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COZELIZDVWTERRILEAZMFTMATBI ). Eit®) (=09)
DFEFEHEL, HETHHOHUEEFHOEG L RSN, E2hrB0L
WEBHEIAHIIFTIEL TR S ETREN L &, FHILT
o7zl A%, T, ELL, WELEZOTHDL, ZOTEY —
FOBKRTZEIAHEIERTHS, 2D, MOHFIIEH - 725 iEHI
T LNV E V) ZEEYFESTWEDTH L. (p. 123)

ZLT, =9 &GN LERES NI, [ECEChE BN
T B0IE, arrICiE, BICEEBERTH L] (p. 13DTHY, [HED
EUTOWAEFIAD L E, FN5IE, WP, EEITHAB] (p. 1400 )
ZETHo7,

ABREQEOONFABLE# Hift L LT A DT, HESTHTOEER &4
MO E I TLTBI o EWIGETIE, MITTER AL TR S
NTBY, ZOHNOIMENELEE IO LDIZFEELTHLLEEZ LN TV,
72l 2, THEATC] L) BEWTIE, BIRSEERT [5RA~] 23
W ThH b, ZONPEFAMTH HDIE, EEHA (7<) L WIHBFHTH
LHMHTH Db,

Bh & A

EHIZ, R )i, [R] L) &Rle [A] v iR
(HAFEOBEIZ, ArEFICZ% 5 o TRIER EIF5R) OB SN TV 575,
ARSCETIE, REFAPEZERTHFRAUIHHRTH L E /R L TWwa,
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FHL

FTHIH L2 AREHQR007)DO)D T — & THE L T2 Dl (BhE)
ThbHILIERLTIIL W, BREFMUOEELTH L EET B A0
HELTWDIDTH b,

512, XPOEHZETHET DI, IHFEHREZHEI TS TH L2 &L AR
H 007 EH LT b,

SUIEIAER Z AR 2 25850 L FHEM AR 2 255 Db %o 128 21X, AR
H (2007) 13K D & 9 7% & CTHE L IHIEHE S L Tw b,

(33) a. bo L KREWIEFANIL W
b. BIOBDIEF AT L\ (p. 142)

ZZTE, [METF) E3CIREIC > TWHOTIHIFERTH Y, [do&K
V| OEGFIERTH B,

ZLC, HEROHOFEREEL THL I LICEHL, KO X)) IH@wmD
T TWwWb,

RLFNBY B WEF EERMERIIZIZEF T 2001, EEILERD
HEROBNFTHL 05 THY), ) ThbrbIE, [EEHL2ZH
bl twikh, LA (MELTOESIHEILT LI LN TED)
HIEHRAH ) EELZ» S TH 2 LT 2 EERmN - FEHRI RO
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I, OB VIR AT REIC 2 B L 9 IZEB b S, (p. 148)

RWFEBBEORGI R LI L ZARELTTH LY, TORDITL
A CIIFEEICIZFERTH Y, FLEEHTRWELTY, ZOK
7 ML B TR Y AT x 2 b ALK -IHEHRE
VEFETH D, €))L IAIHETNL, REBEHEOSHH
(ItER R & RO MR A GBIR Z IRIF L T B 2 AV 5
DTHY, ZOEKRT, JOLEZOSHARIIEETH 2 L

LIEMWTELDTH D, (p. 153)

ABRH (2007)1, EHEEFHOME L LFEHROEEIZOERL, KDL
ISR T W 5,

FEHESHOEHICHEEND > THUFEHEOEMICEEDS 2 E v
BEPWGE, TNEEHENBOERTICEENH LD TH- T,
EHSNLSEARTOLDIEENH 5 DIT TIE RV EHIETRE
LOTHS 9o (p. 189)

i e LT, ABRHEONIE, REEFEOSHEMBIIENCEBL T,
fEE L SREMRROETHICH 5 & L TWwh,

RLFERBIBILEHET -5 0ENH I, Lol [&hw] THhD,
ELL, BRE, SN T0d, BESRYBH-oTH, EHLALZD
WHOBEITATED L) ICHBHEES SN TBY, HMofilE o7k
SRR E )R TRT LN L VWE W) T2 HZ TN T2,
EEZRI LMEVWZED, ZOERELEB LR THLI LD
B ZTLNDs (p.153)
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i )

FEHEISEHRE L2V ED, TNTLHLBEIITTIR L. T0H;
&, SEFORAN B AOBEL, KELZIETOSEN
WA R TEMEICHEEE T ENTELDOTHA ) D LOOHY
PENTEMENDFEEIMA, TNETH- TW-SFlARE, #
SUEDOTCITRCHALTHLDIEIRETHLDON, LEENFEFTOF
REAGE E KIEICE 2 2 BRI 50O, 2O L) HHFE,
ST OLONBITTHLETHEZ T TEHMATELRVWHDOTH
%o BrEARRIIRIBL TV (DF )30k [BIT] 13hv) &%
ZHUANZ, BUELGFHIHEIRS 25200 TIE 2w Bb s, (p.
157)
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AR 2007 DOWFFEIL, CHOEZOPEICESLZ L TLETH Y,
DFERIZBE L TIRERD VDT, O, S 72T TlE, REEE TN
EREN W ERGROT AL IETELRVTHS ),

UL, WL ECTEEREELRILABEDL, UNE)EThIEH 5
REESHEMENEET 5 2 L2 F 2L, MASCEEMZ L 2w e Eb
nb,

7272l SR (NS SRS E ST TN ET AR S
X, TIE, ZoWELS N RNSGE) B2 12h 00t
VO NS, £ W) TERMME CUE) IRNICEELTWLDT
D)Mo SIS, LEMAMEG LT 5 L SHERENEE S
D% HIE, ERICEEAR COk) PdH2 EMELTH LS IBR5H
5CHDe SEFEVMY 720D ZOMEOETH D,

F 72, ABRHQR010)IE, AFRHQROON~ND T A ¥ MIfFE &N T, HaE
DT OREIZS SICH D MALETH 5o [[RFEE] L&, KMEED
WHMREIZ L o TET 2RAREIOIT HETTOIET) 20 dvianss
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HEZEG—MOA N TV —Th b, (ARH, 2007, p. 112) &
IHFOHEBRALCNDDTH D, KiFEDT— 5 13

. B E
TERLHENOBRTCTHHTEL L W) DTH L, AFRHER010)IE,
D [FLD] OEHTRD L HIZIBRTWES,

i L
FRIED T — ¥ R EREFIICHE IR L CAa L L, [ZNIIEHE
w] EHIETELT=BD R kv, Z LT, BIZHENED
TWAHNZOWTIT,

SREN BT B R 0O J7 S OFfEN. B K OV R i
DOFFRBEAWINATVZ 2WH D, L WIHTRTRIETE L2 0%

Vo BEALAINIEZTTEREDT =7 T RTHVHMNTE DI TIE %

Vo B, [REDNOET] Lol bBoTho b —fRILL AT
RFED T — 5 2T L & ) &1,

DL BT T VI
L oL EI0H5 L) 1B bb, KEEREIZ—EDHFCTIXFES 5
0 - AR B AAST RETH HIC LT, FIUT RN MEDT

%
e F D, REBEOHEGHmE HIEZ ) L34, REMIIEFRM
TR DI o T b D EEDbNS, (p.17)
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DI, HERETIE, SEEGESI(faculty of language)lI MO FEHIFEST & (34037
L72EY 2= VvERKL, /2, SHEI - VEKD, &G, TEEH,
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TlE, 9, WEOLKHM (FREY 2—)) EROEIAFIST 5 &
WO UHERTAHREL ) . MOBRIZR/IEL T2 (i BmiEL
TWR 2T TR, SHOTMEY 2 - VOBRELRIELTWS) vk
HERTER CH 5o HRERfERmE TIRT AWE2 VP LR TA LD,

Ben-Schachar, et al. (2003)I%, fMRI%fli> T, MO EDHMAAILITEEIEE
WL TV O EFARZZEFRTH D5, O Ouiied, LHESESE D
ELIRMEET IV (LW flio - FiE0E) O FET 5
OPMRSFEFOHNTHLE VW) L TH b,

Computational models that (psycho)linguists construct characterize
the knowledge base and mechanisms that carry out this analysis, and

neurolinguistics seeks to identify their neural substrate. (p. 433)

eoix, BRBEZROEOTEIHE> T2 02 HX, L idleft
inferior frontal gyrus (LIFG) (/& MHTEHE) (Whw 2 7 a—78) TRE I
TWh I EPbhrolzbfiE L TWwa, B Dabstract® RTA LD, £
CTEBMAPLLDOLN TS, HHOTRIE, S LOBREIRE
DI TITONDL L) T ETH b,

A series of analyses revealed that the neural processing of transformations
is localizable, evoking a highly lateralized and localized activation in the
left inferior frontal gyrus (Broca’s region) and bilateral activation in the
posterior superior temporal sulcus. The pattern of activation associated with
transformational analysis was distinct from the one observed in neighboring
regions, and anatomically separable from the effects of verb complexity,

which yielded significant activation in the left posterior superior temporal
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sulcus. Taken together with neuropsychological evidence, these results

uncover the neural reality of syntactic transformations. (p. 433)

FriedericildMfESEF D5 COWMFI MR TH ), Friederici (2011)
. B ORI O ORI Zreview Th b0 72721, WALHZ:
review Cld 7% <, Friedericild, $FEDSaRHAE & M OFFE QAL & (XBIRAS
HHEV) YR E STV, 2720, R, FEOSHEMRESMORE
EOWMUDOMIZTELE L =N —DBRNH 5 LIEF > T, HDHED
WAL D B HFEDO S FEMEZ D 25, TOHMIEFEUNOMOEE (5
B BRAIEHIE Tl % <, MMOFRAIEE O Z &) THOREE D ) Wk
HddhdEBTWE, HERIL, FHXDOHAEDDomain specificity & v 9 7
TarvTEDOI L ERBRT 5, (24T HIZH 5 The present model & V> 9 DI,
Friederici?ME L TWAHET VDI L TH Do)

This is a significant issue in the discussion of a functional neuroanatomic

model of language. The present model, as well as an earlier version of it

(67, 68), relates a particular function to a particular brain region within the

language system, leaving the option open that this same brain region serves

another function in another domain than language. The particular function the

same region supports in the other domain may either be closely related, as for
example, the syntactic function of Broca’s area in language and music (165),
or the function in the other domain may not be that similar, as, for example,
the role of Broca’s area in language and in processing simple chunks in goal-
directed actions (143). The ongoing discussion about the specificity of a
particular area, be it the posterior STG or be it Broca’s area (see Refs. 99,

111), is hard to reconcile given the data available. (p. 1386)
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1042 SLEOEY 2= )VERDEY 2 — VORIZIE—3F—D
XIS B AR 1L 7 v

T, KEHEDBHEOZED S, A2 competence (NTEAL L 7= S 7EH]
i) REOZLOMAERITLZLIITMRETH L. LA L, ENRAIZE
DEIIHEEL TV L0 RHEIrOSNTIEVWEWL, LEOTHEY 2 —
Wl RO BB L TW A DI TIE AW E b bhoTETW
Bo LEDEY 2= VERDEY 2 — VO RIIIISERY D 5 &) e
BPVDL—TT, ¥ WEOEKEEY 2 — VOEERIZHEDO VS WA RO £ v
M= 212X o THREZEINTWDE E W) VIGOWIERE DLV, F 9 o 726
FEE VO TAHAL I,

Kaan & Swaab (2002)Cl&, HFEDMOIRA (BARMIZIE, To—5) »°
WREMHELZH > TV B DbITTlE R <, 7u— 7% &&EE & MEHZEOqT,
o FOFEEOR Y b= DBRL TV B L FIRL TWA, ZOWMLDE
FHDabstract CLLT DX ) IZF L HHN TV 5,

Syntactic comprehension is a fundamental aspect of human language, and
has distinct properties from other aspects of language (e.g. semantics). In this
article, we aim to identify if there is a specific locus of syntax in the brain by
reviewing imaging studies on syntactic processing. We conclude that results
from neuroimaging support evidence from neuropsychology that syntactic
processing does not recruit one specific area. Instead a network of areas
including Broca’s area and anterior, middle and superior areas of the temporal
lobes is involved. However, none of these areas appears to be syntax specific.

(p. 350)

Kaan & Swaab (2002)1, MORFZEH ORHERE A 2 — ¥ > ZT5E & Bat L7z
9 2T, Where is syntax in the brain? & \29) ¥ 14 MVt 27 23 T, JHIZHE
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FEALER AL L2 EFE OB RS L0 ) MBS L LT, Tu— %
ARFEMFI AT LHBER L T2 b Tl aw e kT wd, 7a—3%
DAL OSEE & HEEMELCER L TV 0 TH Y, T2, 7a—sHiE, HE
WEPHOFRE GEIRE, SHEE, OERE, 510, TEOMER
E) LR L TV A L RT VS,

Is there a specific area in the brain that is specialized for syntax alone? The
neuroimaging results described earlier correspond with recent insights from
aphasia suggesting that Broca’s area (BA 44/45) is not necessarily involved
in syntactic processing. Broca’s area is only systematically activated when
processing demands increase due to working memory demands or task
requirements. Broca’s area is also not the only area involved in syntax: other
areas include the anterior temporal lobe (BA 38, and anterior parts of BA
21 and 22) and the middle and posterior parts of the superior and middle
temporal gyri (BA 22, 21). Interestingly, activations are not restricted to the
left hemisphere [28, 37, 41-43].

Are these areas uniquely activated for syntactic processing? The answer
is no. Each of these areas has been shown to be activated for tasks involving
lists of syntactically unconnected words and, in some cases even for tasks
using non-linguistic materials. Broca’s area (BA 44/45) is involved in a wide
variety of tasks using lists of words or syllables, including semantic tasks [44],
phonological tasks [44], and memory tasks [23], and is also active during

music perception [45].  (pp. 354-355)

5 DXL, FRRLEIIIFEDTMIC L > TR ENTWEbIFTIER L,
L DIMABIBLTVDEEVI T ETHD,
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Syntactic processing, as investigated by the contrasts reviewed here, recruits
not one brain region but multiple areas that are not each uniquely involved
in syntactic tasks. This is inconsistent with a strict modular view of syntactic
processing. . . . we propose that the different parts of the network are

recruited for different aspects of syntactic processing. (p. 355)

Kemmerer (2015)i%, JR#EPHIZ D72 o TR S RESE (RO ¥ 1 b
IX Cognitive neuroscience of language (FihDRIMIERIS) Th LAY, Mk
BAICHETAENE R Es) EMHLIATHY), TORTHELNT
W5 LD, SiEREEOREICHE T AHEOMBEESHEFEOLHERLTH D
ERREDERS,

CORDEIFEORBICIEER I LVLIN TV L, —KIIZ, 7Ta—
71 ¥F(Broca’s area) & 7 = )V = v 7 Bf(Wernicke’area) S F i Tk & S b it T
B, EBE, FARICHEMARLOTRAVDOTHL, BETIE, WIS
{ OFRBER H ) epicenter (BN EDFL) H DV iZhubd RSN Tw5
LIRRHEN TV 5,

Needless to say, our understanding of the neural substrates of language
has advanced tremendously since the late 19th century, and modern theories
now treat Broca’s and Wernicke’s areas as being multifunctional “epicenters”
or “hubs” in a far-flung network that encompasses many other frontal,
temporal, parietal, and occipital regions in the left hemisphere, as well as
several regions in the right hemisphere. Within this sort of framework,
complex linguistic processes, like producing and comprehending sentences,
are accomplished by synergistic interactions among entire communities of
cortical areas, with particular areas contributing to the overall task in more

or less specific computational ways that have yet to be fully determined. (pp.
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25-26)

ZLTC, COL)BLRMEFRTHLDE LT, Kemmerer (2015, p. 26)13,
Price (2010, p.76)D X% 51/ L T\ 5%, Price (2010)i&, 20094E I FIFT & 7z
100 DIMRIFFZE % 15T L C, FiHEEIMO S0 TilHbh T i 2%
BHLCILDbDOTHD,

Price 2010)DIC X AuiE, ik, Zhi& i (o—&) AR TEiRL %
LTWwaZEedbrd, SRUBEIHEERO SRy FT =712k o GETSN
L0 OPREOMBESFEFDOEZ T TH Do 728 212, IMRIDOHEHE
T& % Huettel, et al. (2014)12KD X ) ALk 3D 5o

However, unlike the phrenologists, who believed that complex behaviors
or personality traits were associated with discrete brain regions, modern
researchers recognize that many functions rely on distributed networks,
and that a single brain region may contribute to many different observed

behaviors. (p. 4)

Kemmerer (2015), Price (2010), Huettel, et al. (2014)PA4HZ, 9 U, SiF
ML, Tu—=AHR Y 2V =y FHETTETENLOTIE R L, ek
DAY NI =712 X5 TETEND V) OPBIEOHREEFOE LT
HDHILEBRRTCHAZHFYEHRNMLTBI ),

FOT L S 72135 ) DHickok & Small 2016)1, FEH 124  DEEDH
FELTWLRER (1159%=V b H D) HWRSEY (ELIINeurobiololgy
of languageTdH % 7%) DREM LEMHFETH L, FHITF VDS, A<
DB ERY FIFTWwb, ZOARDSECTION B NEUROBIOLOGICAL
FOUNDATIONSDW K D DET (FHEOMEFIIR %R H705), 7a— 7
LY V= FHUNOEN (728 21, MR KR ECHIR) & S5iE
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EEDEBIHLEONT WD, T2, ZORDHE26ETH %Pulvermiiller &
Fadiga 2016)Td, OIFEOIMMIHFEDOHAELH-> T ED TR
WERENTWD, HAHKEEIZVAVASLETFIZOHLTEBY, Th2NoH
B, Tz, B oM IHD B o MR EIKICE T 52 < ORI
PO ENTHDEDTH D,

During the decade of the brain (2000-2010), a main effort addressed the
role of different cortical areas (and other brain parts) in cognitive processing,
language processing included. As a result, the box and arrow diagrams were,
in many cases, supplied with cortical area labels (e.g., Hickok & Poeppel,
2007). However, a main insight from computational neuroscience is that
neuronal processes can be shared by distributed neuronal assemblies so that
it would be inaccurate to label one area with one function—because the
function is, in fact, distributed over many areas—and each area could, in
principle, carry a multitude of neurons belonging to different neuronal circuits
with different functions. Therefore, it appears more appropriate to consider
distributed neuronal assemblies (DNAs) instead of areas or whole systems
as the carriers of functions, and thus to specify the cortical topographies of

functions. (p. 319)

[f U <, Hickok & Small (2016)?® #:47% T % Rogalsky, C. 2016)Td, &
FRALERIC BT A T U — W B OEENIRENTH S Z LAHE STV 5,

Functional imaging studies implicate Broca’s area in aspects of syntactic
processing, particularly in the comprehension of complex syntactic structures,
such as noncanonical compared with canonical structures (Caplan, Alpert,

& Waters, 1998, 1999; Dapretto & Bookheimer, 1999; Just, Carpenter,
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Keller, Eddy, & Thulborn, 1996; Stromwold, Caplan, Alpert, & Rauch,
1996). However, other functional imaging studies have found that activation
in Broca’s area does not track with the presence or absence of syntactic
information (Humphries et al., 2001, 2005, 2006; Mazoyer et al., 1993;
Rogalsky et al., 2011; Stowe et al., 1998), suggesting that Broca’s area plays
a restricted role in sentence processing rather than a fundamental role in

structure building or combinatorial processes. (pp. 587-588)

10.4.3 /\?’ﬁ@ ARE—Poeppel (2012)DIEF—

. MRS CTRRBROBEP LD TH 5705, MESFHY

&9
OB DOWTIE, Poeppel (2012) TR S 11TV %, Poeppel (2012)

FEDRBAMRER ML L 22 17 1UE 7 & 2 W EIZIX, maps problem

& mapping problem7’® % & LT, ZOFRITIEZRIEZL TWh, HAIZZO

A LD

abstract® L CTHA L 9,

Research on the brain basis of speech and language faces theoretical and
empirical challenges. Most current research, dominated by imaging, deficit-
lesion, and electrophysiological techniques, seeks to identify regions that
underpin aspects of language processing such as phonology, syntax, or
semantics. The emphasis lies on localization and spatial characterization of
function. The first part of the paper deals with a practical challenge that arises
in the context of such a research programme. This maps problem concerns
the extent to which spatial information and localization can satisfy the
explanatory needs for perception and cognition. Several areas of investigation
exemplify how the neural basis of speech and language is discussed in those
terms (regions, streams, hemispheres, networks). The second part of the

paper turns to a more troublesome challenge, namely how to formulate the
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formal links between neurobiology and cognition. This principled problem
thus addresses the relation between the primitives of cognition (here speech,
language) and neurobiology. Dealing with this mapping problem invites
the development of linking hypotheses between the domains. The cognitive
sciences provide granular, theoretically motivated claims about the structure
of various domains (the “cognome”); neurobiology, similarly, provides a list
of the available neural structures. However, explanatory connections will
require crafting of computationally explicit linking hypotheses at the right
level of abstraction. For both the practical maps problem and the principled
mapping problem, developmental approaches and evidence can play a central

role in the resolution. (p. 34)

Poeppel (2012)i%, T3, maps problem& 1L &) W9 BEPZHH L T b,
MO TH Y, WMOBMIEOWKDZ L ThHL, WMOLEDEFMSED L) %
HREZ R L T2 2 2RI HMOERTH %,

Research on the neurobiological foundations of cognition, in general, and
speech and language processing, in particular, faces a variety of interesting
empirical and theoretical challenges. Two problems are discussed here, a
practical one and a principled one. The practical problem has to do with how
we should conceive of (one of) the main forms of data that lie at the basis of
cognitive neuroscience: maps of the brain and maps of brain activation. This
maps problem concerns the extent to which spatial information about brain
activity provides satisfactory descriptions of the neural basis of perception

and cognition. (p. 34)

feldC, Poeppel (2012)i%, mapping problemZ B L T\ %, Sk T
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5E SN D HALE MY A TIGE SN D BADORIGHERTH 5, 728 21X
FREOEHE, AR, SR E OB MR EOBIRZEE, RE T 4,
EWEIIET HDOMETH 5,

iy

il

The principled problem deals with the “alignment” between the putative
primitives of cognition and neurobiology and constitutes a more abstract
challenge. Addressing this mapping problem— what is the relationship
between the “parts list” of cognition and the “parts list” of neurobiology?—
is considerably more difficult than it might seem at first, ultimately requiring
the development of appropriate linking hypotheses between the different
domains of study. I use the expression mapping here not to refer to the
assignment of putative linguistic or psychological function to brain areas,
be they distributed or localized, microscopic or macroscopic. Rather, I mean

by mapping the investigation of the (ultimately necessary) formal relations

between two sets of hypothesized inventories, the inventory constructed by

the language sciences and that constructed by the neurosciences: How do the

primitive units of analysis of the cognitive sciences map on to the primitive

units of analysis of the neurosciences? (p. 35)

Poeppel (2012, p. 50)ix, KD L H %flzE AL LTBIFC, 5
ERWER EMEMFOERNERZDPEDO L HITHIBT 20 L) 0N
mapping problem7Z & I L T\ 2%,
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Linguistics Neuroscience
Fund, ! el of repr jon (at a given lytic level)
distinctive feature dendrites, spines
syllable neuron
morpheme cell-assembly/ensemble
noun phrase popuiation
clause cortical column
Fundamental operations on primitives {at a given analytic level)
concatenation tong-term potentiation (LTP)
linearization receptive field
phrase-structure generation asclllation
semantic composition synchronization
Figure 5. Sets of primitives for linguistics and ience. First published in Pooppel, D., & Embick, D. (2005). Defining the relation

between lingusstics and neuroscience. In A. Cutler (ed.), Twenty-first century psycholinguistics: Four comcrstoncs (pp. 103~118).
Mabah, NJ: Lawrence Erlbaum Assoctates. (Figure 1, p. 105.)

Z LT, Z®mapping problemDfEHFIIEE L \ V) DTH D,

11 20T LD

2T, competence & performanceDfR% o CHWIFED H &, fifEE
DD O A MBI L 720 LY L7200k, REBEMIIE & bkRE A X —
YIWRETH B o JGREMZEIZE LTI, JGEENTZEDS, SGEDLFEED
M L SRR O OMBEICED L) ICTHKTEZ 200 %5 U7z, Miténe
ARXA=T T THRTIE, RMOMRBREDOIMEICE S Z ST, iRz
FE9 B30 & SR L R WAL O T OBt 2 BB L 72,

12 &ROFLDIINZT

KA TlE, competence & performance D BRI E D & 9 IZHFZE ST & 72
EBBL CTE72h, ZOMREZHIL TV ) BIZ, 1202 L LRI
o TE72E IR L, ThE, SHEHRONIL - 25813, LEDLRYSE
OB 5L LR TELE VW) ZETH D,

Chomskyld, FiflI7ETldcompetence& performance® X33 5 LED D
D, S HE dcompetenceDET IV EMESL Z L IZHGTI LI WEFIRL T
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&7z BEFIFERMETH Y, BB LR UETHRT LI Lo T
HbHo TabE, HARFTIE, EMaMGFLHELTBY, EMaHERE
HESE T AUTHGR R BRI BE S OB EAIIHEIC 2 5 2w L )12, T
TY, Bl CHBTTLT Y MeEETVRIENE, TOLEOLHE
EIMEIZT 2 HEIEI RO TH S, TN Chomskyh—H L TEIRL T
ezl Thh, L OFWHEE (ERSUEIZEE) £, Chomskyllfit- T,
competenceDE T IV & 72 2 HEOREEEDO AT &L, FEELHIZIZEGE T
MWEDoT2DTH b,

Z OChomsky? F i IZK L T, Chomsky® I3 LAY ELLEMED 2w
GHCETET 2 CEEMEL 202 5 2w E ER L2025, Lexical-
Functional Grammar (LFG)T& !), Jackendoff®parallel architecture T - 72

F72, OIOERGEORRIL, EEBEIERERZOLOTH S
& FiR L CChomsky D SCIEHRR 122 % W8 2 72 O 25 A B B K R (Generative
Semantics) Tdh o720 AMDTLAERT 2 & X121, —FRWUICHLDIEE
B (5 VIIMEE) FRTHD, ZTNDWREL IR SN, mfliicE s
FREL S THFEENDLDOTH LM, ERERHO LS LIZHEET S
bDTHLERZINTWEEZOND,

ZHLTHhDE, SREGRORI - 28I, OIIZELT 5 E ek
LbDNE ) HEEICLCEBALTE 222005, Kt T LDT
HC, Chomsky7Scompetence & performance X3 L 722 & %%, SiEHEROXT
3o BBOWBEE THo I PR TELDOTH b,

E

AEEOBRFERZTEREE DI HT2o TE, [FHEARFILEL R O=4
DEFHED IR Y MPRESE 8 o720 WRIZHELEH L L2,
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i

1 T2 (parser) L OB IATEIZ DWW CIEEB4ET TR %,

2 psychological reality of grammari®, [SCEOLHEERE] &b [SLEOGRIFELRE]
L HEREN LA, Chomsky (1965, p. 4)TC b mental reality &\ 9 RIEDMEDLIL TS
ZELHD, WMNOELE VW) BR T, [WOHEMEE] I [WLWEE] o)
BESHOLWEELNLOT, KT, [SCEOCHER] Lv ) ZIHEZHEHT
52 LT,

3 #F G (representation) & (ZHIFEMIL(neuron) VSR T4 % v P =27 ThHhbHE W) T
DEZFE, POT, AFEOLHFPFIIBEZTEL 27250 TH S,

4 ISR OREFETICOrepresentation [Fx| LRLTHILEDIH D, 72L&
%1%, Obler & Gjerlow (1999)?brain representation (p. 142) & \» 9 FEB Drepresentation
X, SOROARGERTH 5 EM&EIH (2002)TlE, [FR] (p.219) L RSN TV 5,
F 72, Obler & Gjerlow (1999, p. 142)D—Hi &, EMR&EIH (2002, p. 219)12 L 5 ZF D
—HiOHARFERZ LI L TH B &, represent?)’ [Fr| LFRENTWD Z & vbh
%o (FRHUTFEREIZL Z,)

Arithmetic is a system in some ways similarly abstract to language. While we may
expect some brain representation for the math-facts that we have automatic access to (e.g.
544 =09), we may question whether such abstract principles as commutativity (the rule
that tells us that if we add A plus B first and then add C to it , we get the same result as
if we add B plus C first and then add A to the sum) are represented as a rule in a distinct

location, or even a distinct neural pathway in the brain.

L, HLERTSHEEMAME MRMNET AT ATH D, EERICHAS
NBEHAETE (Bl 5+4=9) IR LT, MBI AAS 20 LTo
FORDVHEE SNDD, 7ok 21E, ZIRFEH] (ALBEZRELTHHCRELTYH,
BLCEEBICELT2HAZRLTY, HUEICRLEWV) L) 2HH) ok
BINRIFEEEDS, — R AEBI O ERE L L TERR SN a e ), FL
T, BRIOMRGREH & L CMICIFET 25089 28 TH 5,

HRCCEOTIFEETL, representation?t [FIR | LFRENTWAHAEN LV, 72
& z1E, Chomsky (1980, pp. 219-220)D—Hjj &, H-_LAth(1984, p. 29712 X 5 & D —Fi
OHARERE KL CTA LI (TRIZEHIZLS,)
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We may imagine an ideal homogeneous speech community in which there is no
variation in style or dialect. We may suppose further that knowledge of the language of
this speech community is uniformly represented in the mind of each of its members, as
one element in a system of cognitive structures. Let us refer to this representation of the

knowledge of these ideal speaker-hearers as the grammar of the language.

BIUDBIUIIER TS OLERO F o 7 A L7 BRI 22 39 B0 7 5 36
KEBIET 2 EHNTE L, S50, OFHLEFAEOSHEN#L T ORAD
FADREMD ) B2, BAEEDRARO—ER L L THRICEREN T L
RHZEHNTEL) . COL) RAMEOFHLT - MEFOHDZOMBEOR
RE, TOEMOLELMEEZLIZL L),

5 IR O TRIIEZEDRFAD 2 DIZMA 2SO TH Y, FIZIF e KR
HOBIHLTLRLETH 5,

6 competenceld, [FiEAE/1] LREN TV LAY, [FFERES ] 1dfaculty of language
DORTHH 5. competenceld NHDIHAIZHNEL L TWAREGNFEOLETH S
A%, faculty of languageld NI SAARMICHTA L CW AR TH Y, #nTFIlLkoT
RIESNTNEHDTHLb, COEBMLETIZE > TAMIESFHEZESL,
HATEX2E912%5DTHD. T Dfaculty of language ? T T 70 A bl B 32 A3 8@ L1k
(Universal Grammar) T %, 3 30#:1%, Chomsky (1980)TlE, KD & 9 IZ# (=
WZHE S N7 0 (mind) DORIIREECTH 2 LFIH S T2,

To put the matter in somewhat different but essentially equivalent terms, we may
suppose that there is a fixed, genetically determined initial state of the mind, common to
the species with at most minor variation apart from pathology. The mind passes through
a sequence of states under the boundary conditions set by experience, achieving finally
a “steady state” at a relatively fixed age, a state that then changes only in marginal
ways. The basic property of this initial state is that, given experience, it develops to
the steady state. Correspondingly, the initial state of the mind might be regarded as
a function, characteristic of the species, that maps experience into the steady state.
Universal grammar is a partial characterization of this function, of this initial state. The
grammar of a language that has grown in the mind is a partial characterization of the

steady state attained. (pp. 187-188)

Hauser et al. (2002) |2 faculty of languagelZ 2V COFE L WA % %25 (Hauser et al.
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(2002) Tl&, faculty of language % faculty of language in the broad sense (FLB) & faculty
of language in the narrow sense (FLN)IZ71) T\ %), & 2 TldEFSM9 7% Universal
Grammar % ffi > TN NFEAL & L7z dScompetence TH A & LTEL, bbb A
A, faculty of language A&k b A7 TH 5

7 HAEALE, HARRETEMRO I L TH L 7oL 2 ) LA OFEROFERITY,
ZELIRILD o WA 2 IREE & 72 L T\ %o Chomskyld, FibFIEHREIFE LR
CHETHIRTRETHLLERLTVEDTH L0 5, ERSGENSCENIZET
HARFA LU L IS L V) HEEZRHT 2013 4K TH S,

8 T I CTfibIL TS Faculty of LanguageD BRI TH 5, HH0 % FREM
ik, o F D, ME WP (Universal Grammar) & WA EBRE b ENLH L, 2TIX, 2D
Faculty of Language & D X ) I[ZHEHF I N L0 E W) FilEROZ L 2T o T\ b
DT, competence® = & & b £i1b, Chomsky (1986)Dknowledge of languagelZ B L
THHABOBESRESH D, LAL, T TIE, competenceDEMEFRL TH <,
OB L TIREROEIITHIIT %,

72, TNENOMELMEDDH L BEDEXLZ NI OH%Z 2T T [~
] LIERODPLFCEFEOM OB TH 5o LLEIA S, Humboldt’s Problem,
Plato’s Problem, Descartes’ Problem|d & { fitH L C & 727%, #xikLlZ% 5T, Broca’s
Problem & Darwin’s Problem”™ i3 il - 72,

9 AL T, language acquisitionld, BIfETIL, [FibEM] LT L% -
TWwb, Billld, ADSHEXONTFEELTRERLDDOTIE AL, ABNASHE
JET %8 (Language Acquisition Device) % flio> THRIZEMR L T b LEZ LN
TWLNPHLTHb,

10 L#*L, Chomsky (1965/2015)?Preface to the 50th Anniversary Edition Ci%, K X
IR ENT W5,

The term /-language was proposed in Chomsky 1986 to replace one of the senses of
the term grammar, which had been used with systematic ambiguity to refer both to the
I-language that is acquired and to the theory of that I-language. The suggestion was that
the term grammar should be restricted to the latter sense, which conforms pretty well to
traditional usage. The same ambiguity holds for the technical term Universal Grammar
(UG), which in modern work has come to be used both for the human capacity for
language, an internal property of an individual, which makes possible the acquisition of

language, and for the theory of that capacity. Here I will retain the ambiguity. (pp. ix-x)

Chomsky (1965/2015)i%, Chomsky (1965)Cd % Aspects of the theory of syntax®DFIFT
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504F % L4 L CChomsky H B OF 72 2 [F 3L & DT THIATE N2 O TH %o S04ED
i grammar & V) FEOBEHRIEICE L CREDH - 72D T, grammarld 548 O
WEOBRICRET 52 LIIL72Ew) T LTHA I,

L&D, T2 TER STV %Chomsky (1986)1F, Chomsky (1965/2015)0
References|Z 1Zifii> TV 7e vy,

11 Chomskyld, HARFTIL, BEESLBEARIMSOWHNEEEIIMEIZ S NE W
EE-TWAEY, EiFLH) TERL, BEEroRcd, MGHLHHmED
W ELEEE, Dainrs, 2L THTH, RSN T rEELRNET -~ T
H5bo

12 HAPEIZBI L Cid, HIFA999)THBI L 72T, UTOFH (60— [3
competence & performance D FAFRIZ LD X H IZHIZE SN T E720] ORIET) 1,
FE1999)DEE2E [ F7EF & HAAFI] (pp. 26-5) B HKL T, & - BIE L7z
DEFFESE T2V TWD, (F72, hIF1999)D 25 [ SRk & AR D,
HFIHA98) X MEE - BIEL72 b DTH S.) HFH:(1999)TIEFH LT THAGER
X% o TV 2D, AETIEEFFOR IR L7z £7/2, —HHFERLEH T H 5,

13 Carl G. HempellZ KE DOZFEA LEHA T FHTH S,

14 SHFIERRA LR U FETHETIUI I VO TH S5, Chomskyld, HIK
FHE L RIS, 77— & ZHAIZ, BEHENIC, LAY MIHHTE 2 0E R
ThoHEFRELTVD, ZOHMY - FFEELEBRL CELMERPIEDOI =~
AN - 702 F A(Minimalist Program)T& %, L C, BfETIE, Chomskyld,
SHEIAEYFNREETH Y, ERCCE LAY S REY (biolinguistics) & FERA D )Y 5
EHhLWEF- TS, EZAHH, AWIEREFE(redundancy) 23 V), AWy
BHEE L TOSHEEHEMTRENTIL Y Y MR SUEOMICIEFIEDND 5 &t
ENDHTEDHD, TOFIEIL Chomsky’s paradox & XL TV 55 Li (1997)1214,
Z O Chomsky’s paradox Dt &, ZOFJEOFIIRPIRE S N TV 5,

Li(1997)i%, £, Chomsky’s paradox % #HH 3 %o

The principles-and-parameters (P&P) model of linguistics has two fundamental

hypotheses:

(1) Language is a biological system, and Universal Grammar (UG) is a theory of this
system.

(2) UG should be optimized in the sense that there should be no redundancy in
its explanation for any given phenomenon (e.g., the ungrammaticality of an

expression should not be accounted for separately by two UG principles).
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Over the years, Noam Chomsky has noted that these hypotheses seem to be
contradictory, given that biological systems typically contain redundancies resulting
from, for example, “backup” mechanisms, hereditary residues, or simply mutational
coincidence. For instance, it is not clear what two nostrils can crucially do for modern
humans that just one nostril could not do. Since the language faculty L is a biological
system by hypothesis, it is only natural that L also has redundancies. But if L has
redundancies, why is it that the most fruitful way of formulating the theory of L has
been to optimize the theory by removing redundancies? A recent reiteration of this
contradiction (hereafter referred to as Chomsky s paradox) can be found in Chomsky
and Lasnik 1993:515. The purpose of this squib is to show that there is no contradiction
between (1) and (2) and that the fruitfulness of the P&P model is therefore expected

rather than a reason for philosophical concern. (p. 170)

Li (1997)D#aml, Chomsky’s paradox ¥4z U2 D1Z20D L~V OFLR % EH L
TV HZEW) 2T ETH D, AWFN R LX)V OREREDOFL R Tl 5%
Wb, WHHBHLHPERNT Ty 7 - Ky 7 AL LTOY AT 28k LTO
BEREDFLIR & ) BRI LAV TEARIE IR VWO TH D,

More generally, Chomsky’s paradox primarily results from mixing two levels of
description: the functional description of a system S as a whole (as is typically the
case when S can be studied only as a black box) and the functional description of the
physical components of S (which depends on more specific knowledge of the actual
internal structure of S). If these two levels are mixed, what Chomsky notices is not
unique to language but can be observed in other biological systems as well: given the
abundance of biological redundancies, why couldn’t we find any when the urinary

system was examined as a black box? (p. 176)

Li (1997)D 712k L C, Neeleman & van de Koot (2010)D#H 25 % o Li (1997)1,
XETT v Ky 7 ALFEZTBY (607— Y THIH L7zChomsky DI IZ %
black box& W) EHAMELNTWE), ZOT Ty - Ky 72 ANDAT LM%
BIR O 2RI EETHNE, LEDEETHLLEFRLLLELTWD, LAL,
LL, TOTFv 7 - Ky 7 AONEHIE-> &) LTLIE, BESINRTVLH
ANIARIEMETH L 2 D05 H b LI\ & Neeleman & van de Koot (2010){Z4it
HY %,
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This solution to the paradox of perfection shares certain properties with that proposed
by Li (1997), who argues that a functional description of a system might be perfect,
even if the underlying biological reality is not. Li suggests that our study of grammar is
essentially the study of a black box. His claim is that the grammar has the property of
perfection because the rules that linguists formulate to relate the input and output of the
black box are perfect. On this view, further discoveries about its internal workings may
therefore reveal that the proposed rules are an inaccurate or even incorrect description
of the underlying biological reality. Clearly, Li’s interpretation of grammatical theory is
instrumentalist: it is simply a convenient way of talking about the language faculty but
does not necessarily capture anything real. (On our reading, Culicover and Nowak (2003)

adopt a very similar position.) (p. 202)

15 5759 ~<7-FR 1) TlE, Derivational Theory of Complexity & V> 9 FFEATHID T
T < 5 DIEFodor, J. A. & Garrett (1967) T %o Fodor, J. A. & Garrett (1967)IZIKD X
) BRI B o

A number of early psycholinguistic studies of generative grammar appear to have
been motivated by the hypothesis that, insofar as sentential complexity is a function
of syntactic variables, the complexity of a sentence is measured by the number of
grammatical rules employed in its derivation. We shall refer to this as the Derivational
Theory of Complexity (DTC). (p. 289)

F 72, Derivational Theory of Complexity & KT CHKLT %4 &, derivational
theory of complexity & /N FCTHELT AHEOMINd b, KT THEILT S L
Miller& Chomsky & \» ) FFE DI ZEE IR AT HHREDOHGR L V) 2 LIZ2 Y, /b
W TERRT D L~ HERE VI 2 L2k b, AT, Miller& Chomsky®
FEE DGR &\ ) IR CASUF R TR — T %,

16 Bresnan (1978)129 T2 Chomsky#t|2°% % o Bresnanid, Chosmky (1965) THzlg S
T 5 HEIZ DWW, psychologically unrealistic & L] L T %,

Accordingly, the proper conclusion to draw about the familiar model of
transformational grammar presented in Chomsky’s Aspects of the Theory of Syntax

(1965) may simply be that it is psychologically unrealistic. (p. 2)



180

gk T

F 72, Bresnan (to appear)ld, MZas, AR SCEIIZOHELEESRITTBY,
realistic 72 SUEHGRDVLEIZ LD L) 12 o 7oL FHH L T b,

Bresnan (to appear)id, Psychological (un)reality& 29 % A FVODEE2EI T, MITT
FAAMS 72RO T LR RD L) IZHERTV 5,

2. Psychological (un)reality

I got my Ph.D. from MIT in 1972 and taught briefly at Stanford and at UMass, Amherst
before joining the MIT faculty in 1975 as an Associate Professor of Linguistics. Very
early on in my career as a linguist I had become aware of discrepancies between
the MIT transformational grammar models and the findings of psycholinguists. For
example, the theory that more highly transformed syntactic structures would require
more complex processing during language comprehension and development didn’t
work. With a year off on a Guggenheim fellowship (1975-6), I began to think about
designing a more psychologically realistic system of transformational grammar that
made much less use of syntactic transformations in favor of an enriched lexicon and
pragmatics. The occasion was a 1975 symposium jointly sponsored by MIT and AT&T
to assess the past and future impact of telecommunications technology on society,
in celebration of the centennial of the invention of the telephone. What did I know
about any of this? Absolutely nothing. I was invited to participate by Morris Halle.
From Harvard Psychology, George Miller invited Eric Wanner, Mike Maratsos, and
Ron Kaplan. Ron Kaplan and I developed our common interests in relating formal
grammar to computational psycholinguistics, and we began to collaborate. In 1977
we each taught courses at the IV International Summer School in Computational
and Mathematical Linguistics, organized by Antonio Zampoli at the Scuola Normale
Superiore, Pisa. In 1978 Kaplan visited MIT and we taught a joint graduate course
in computational psycholinguistics. From 1978 to 1983 I consulted at the Computer
Science Laboratory, Xerox Corporation Palo Alto Research Center (1978-80) and the
Cognitive and Instructional Sciences Group, Xerox PARC (1981-83). (p. 2)

(B8, 197445 RS2 10 L 197545412, University of Massachusetts (UMass)
at AmherstC, Bresnan®DffEaEam D 7 7 A L C\wizas, B, ki,
Chomsky D ZE T 3L Alunrealistic Tdh % & X > TV e o 72,)

Z D% DLexical-Functional Grammar& 9 35T, L5 |[HCH Tl 5
LT\ 5 “more psychologically realistic system of transformational grammar that made

much less use of syntactic transformations in favor of an enriched lexicon and pragmatics
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T % Lexical-Functional Grammar & \» 9 CEHLEHICE R LT 5,

3. Lexical-Functional Grammar

During the 1978 fall semester at MIT we developed the LFG formalism (Kaplan and
Bresnan 1982, Dalrymple et al., ed. 1995). Lexical-functional grammar was a hybrid
of augmented recursive transition networks (Woods 1970, Kaplan 1972)—used for
computational psycholinguistic modeling of relative clause comprehension (Wanner
and Maratsos 1978)—and my ‘realistic’ transformational grammars, which offloaded
a huge amount of grammatical encoding from syntactic transformations to the lexicon

and pragmatics (Bresnan 1978). (pp. 2-3)

17 Fodor, J. A. et al. (1974)i%, Z DFEX D The psychology of language: An introduction
to psycholinguistics and generative grammar?>773 &£ 912, (Government and Binding
Theory AT ) RN DA RS0 & BERR AL A & 3 % LB S 7R OSBRI 72 B &
Thbo EMED LTI, LOME, XOEN, HISHTE R 05 E
J 5 LHEFEFOMESIY EiFdi, SR LELON TV, MSEFL WS 2
LT, ZONEEHI L \Wads, A0 & BRI A & 9 5 LB S R &
FEL LI ETHANE—EEITHATBEBS I L 2BD 5, ARMTHHLTWSE%L
DOICHLT b Fodor, I A. etal. 197HIFLTERENT W5,

F 72, Fodor, J. A. & Garrett (1966)X°Fodor, J. A. & Garrett (1967)C, 9 TIZI,
Derivational Theory of Complexity % & <" % ifam 2N S LT\ b, 7272 L, Fodor, J.
A. & Garrett (1966)Tlx, F 72, Derivational Theory of Complexity & \» 9 FFEIZfHDH
TV,

18 Otto JespersenlIfnft LEFH Td 545, Chomskyld i {FHli L T b, AL
HEFRLZEE2FTTICERL T2 5 TH A, Chomsky (2014)I2KD X 95 7
JespersenlZ B9 B LD D % o

A century ago Otto Jespersen raised the question of how the elements of language “come
into existence in the mind of a speaker” on the basis of finite experience, yielding a
“notion of structure” that is “definite enough to guide him in framing sentences of his
own,” crucially “free expressions’ that are typically new to speaker and hearer, over an
unbounded range. The task of the linguist, then, is to discover these mechanisms and
how they arise in the mind, and to go beyond to unearth “the great principles underlying
the grammars of all languages” and by so doing to gain “a deeper insight into the

innermost nature of human language and of human thought” —ideas that sound much
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less strange today than they did during the structuralist/behavioral science era that came
to dominate much of the field, marginalizing Jespersen’s insights (Falk 1992).
Reformulating Jespersen’s program, the basic task is to investigate the true nature
of the interfaces and the generative procedures that relate them, and to determine how
they arise in the mind and are used, the focus of concern naturally being on “free
expressions ; along with further questions about neural representation, evolution, and

much else. (p. 2)

19 7£8T, Chomsky (1986)Tlid, What constitutes knowledge of language? & KIS T

B, ZDknowledge of languagens A 151 7 3 S {Fi H competence N ER TH % &
TR L TBW7z, F72, Stroik & Putnam (2013)0)What is the knowledge or Faculty of
Language (FL)??Faculty of Language b 353% 3L A competence 22 EM: Th 5 & $5¥H L
THBW 7z, T ZTl, What does Jones know when he has a particular language? & ¥ 31
SN TV DT, Chomsky (1986)Dknowledge of language  Stroik & Putnam (2013)D
Faculty of Language b competence® Z & L T REXTH A 9 .

20 ::“CChomskyﬁ‘EE’éIEiﬁlf?T“ﬁﬂﬁéh%ﬁ’i’l‘ﬁ%ﬁ’i’ﬁ?\CC'IEWTW%@#, H Db\

SHENTHMH SN N G2 SEIZEW TV 202 L Chhb v,

21 W.J. M. Levelti®, Max Planck Institute for Psycholinguistics® BI7#& O — AN Td % 2%,

SEREL O TIE, HOIIET SLemma ModelSFXTH Y, L OLHSEHES
HH VIS EFOMBE T SHEHNOETIVE L Tlemma Modelld A/ &
NTW 5, FHEOBHMERFO UGN 2 BHE Tdh 5 Kemmerer (2015)Tid, &K
DL ENT D,

HH[L

He is most widely recognized . . . as the chief proponent of a theory of word production
called the Lemma Model . . . . (p. 146)

22 T ZTHEMEN T\ Sclosure strategyld, 212 AT %,
23 H A, Bever (2013) TH RO Z L AEREN TV 5,

Over sixty years of apparent dramatic changes in generative theory, a constant feature
has been some form of derivation relating an inner to an outer form of sentences (for
history, see Bever 1988; Townsend and Bever 2001: chapter 3). Thus, the biggest
ongoing puzzle presented to psycholinguists concerned with the role of syntax in adult

language behavior is the following conundrum:
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Sentences are externally serial, (i.e., “horizontal”): derivations are internally

hierarchical, (i.e., “vertical).

That is, the computational domain of a derivation can embrace entire clauses and

sentences, while the immediate processing appears to be one word after another. (pp.
387-388)

24 Z Dleft-branching D1 % MergelZ & » TIRAET L L RD LI SHTHA I,

give

/\

give on
/\

give in on/>:kends
/\
give to in/}raries

gi(\camdy to/> ldren

25 Phillips (1996) %, & Z°C, “Syntacticians, meanwhile, do not enter the picture.” & & >
TW5b X912, Sl HE (syntactician)|3 5 FHLE TR H S 405 SCEIZIEBLA W
DTH5bo

26 £, Z Dthe parser is the grammar& V> 9) AW — 4V IZFEAEZFHVTWAH & LT,
Phillips & Lewis (2013)25# /£ % L T\ %,

Having examined the psychological commitments of standard generative grammars,
it is appropriate to apply similar scrutiny to grammars that adopt roughly left-to-right
derivations and that aspire to be models of real time processes. Here it is important
to address some possible misconceptions. (One of us bears some blame for spreading

some of the misconceptions.) (p. 17)

3, the parser is the grammar& V29 A0 —F VIFAFEEZ TV L E LT b,
Wik L SEEBAR LD O L EbNTWAEDT, real-time grammar (35 = 43
% b D) dparsingd % M dcomprehension?®D ¥ AT A DI DODEELERERTH D,
VAT AERTIE RV ERZTOR IV EFH LT 5,



First, the slogan ‘the parser is the grammar  (Phillips, 1996) sounds nice enough, but
it is unfortunately misleading, as it too closely identifies the grammar with the task
of language comprehension. It would probably be more appropriate to regard a real-
time grammar (the ‘structure builder ) as one important component of a parsing/

comprehension system, but certainly not the whole system. (p. 17)

212, DISCHEEDS) TV A DS R ER T AR EBETH L L) TRIE, £
NDSSE L R EITIEE D —E T 5 2 & BREET 5 L DO TIE 2\,

Second, and closely related to the first point, the claim that the mental grammar should
be understood as a real-time structure generation device does not guarantee that it is part
of a perfect parsing device. When we claim that the real-time structure-building device
is the mental grammar, we predict that the representations that this device constructs
should be grammatically well formed, and that it should incorporate whatever detailed

grammatical machinery we would normally expect of a grammar. (p. 18)

H3IS, SCED) T NE A DS EMEST L VAT LA THL L) FiRlE, &
D& 5 L TRl L TS AR CTRERAY 2 BRI 2 IS 5 2 I2 D W TORFED
R DB ORI LI L T b,
Third, the claim that the grammar has the form of a real-time structure building system
is independent of long-standing psycholinguistic questions about how speakers resolve

syntactic ambiguities in language comprehension. (p. 18)

412, CEDPFME B TRET % &) BIRE CEBHAPHHBLR TH 5 &
V) ERTH B LIERT 201385 L.

Fourth, we have been surprised at how often claims about the procedural nature of the
grammar are interpreted as claims that grammatical phenomena are epiphenomenal. (p.
18)

WIEIZ, EOIRALL, strictly left-to-right Tld 7 <, roughly left-to-right Td % o

Finally, we should clarify the reason why we repeatedly describe grammatical
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derivations as proceeding in a roughly left-to-right order. Sentences are spoken and
heard in a strict left-to-right order. (Strictly speaking this is a tautology, as left-to-right
order is merely a conventional representation of the temporal order of words in speech.)
However, it is probably not the case that mental structure building operations perfectly
follow the linear order of a sentence, whether in comprehension or production. To take
just one example, in a head-final language such as Japanese it may be necessary for
the structure building system to create a position for the head of a phrase before it has
completed the arguments and adjuncts that precede the head. More generally, structure
building in comprehension is probably not entirely synchronized with the appearance of
words in the input. There is growing evidence that comprehenders often build structural
positions in their parses before encountering the words in the input that phonologically
realize those positions (Aoshima, Phillips, & Weinberg, 2004; de Long, Urbach, &
Kutas, 2005; Lau et al., 2006; Mazuka & Itoh, 1995; for review see Lau, 2009), and
some evidence for related effects in production (Momma, Sleve, & Phillips, 2013).
The upshot of this is that it may not even be desirable to insist upon a strict left-to-right
order for grammatical derivations, since the operations of the real-time structure builder
may not proceed in a strict left-to-right order. If it is the case that there is a single
structure-building system that assembles sentences in a strict order, then it is likely that
this order will turn out to be only roughly left-to-right. What matters is whether the

order of structure building operations is consistent. (p. 19)

27 TOXEBIEHTERT 2 LRODL )% %,

S
/\
NP VP
/\ ‘
NP S A%
DET N NP VP laughed
| T |
the editor NP S A\
N NP VP liked
| N |
authors DET N A\

the newspaper hired
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28 NDCEIZLLTFD L) ZHlTH 5,

(40) The Nested Dependency Constraint (NDC)
If there are two or more filler-gap dependencies in the same sentence, their scopes
may not intersect if either disjoint or nested dependencies are compatible with the

well-formedness conditions of the language. (Fodor, J. D., 1978, p. 448)

20 IR OZ LR ED LI L CLHEER T 222 L TE,
QOIO)BHEIZ b AETIE, SEFOKMM OB, Kb, =W, 75
LOHRESE, B OMA R Lz T, BRSNS E L CHEROZ SR DO
5 EBEOLHEERE RN L TWD, AEIZIE, SEELEERICO WO L i
KHEGL DD, T2, LHEBRTUHEDOREEDIIIZ OV TOMIH LD 5.

30 UTFOFHH (142x=Y0[9 H1HOF Lo |0 E ) 1, 1:2016)01.58i [
S LR SES] o0 (pp. 124-125) HETH 5.

31 EY 2 —)V(module)d %\ EEY 2T T 4 (modularity)|ZBI L Tlx, LO.LHEF
FEFOMEEIC D BIE D A%, EE L FEIEIZFodor (1983)Th b, [T 5 IVERAN
BEFE] 1, Fodor®EY 2 — WAEEKRD L ) IZHFL TWhH,

7+ — ¥ (Fodor, J. A)ZDHYEFE L Z ORRE 5 2 H0EE, AR, HISRIC
T, FDI B ATZROEEE LCEY 2 — WA E#RT D, T hbbEY 2 —
WTHhDEIL, HFEDHEBOMBED A% (ISR, FFEfiPloFiHk
DHE M (HHCERE), ZNEY TH LM OFEBETH Y, FHED
MR LAE D DONWT VWAL LI BTV AT LATHE I LEEKRT S,

32 trace-deletion hypothesis®D ¥ L W aALHIZEY L Cld, Grodzinsky (2006) %

33 _RELDAvrutin (2006) b Z D Grodzinsky & Amunts (2006)FTILTH % o

34 LHEOET 2= IV ERDEDY 2 = VORIITEE R — N — DO ISEEREH % &+
KT AW5EE 1347 (., ETE & L 72Friederici® £ 9 12, EDET 22—V LD
EY 2= VB ERIED 525, BB -0 TIER L, SHEEkETH
S EALIZMOBERE DD & F X TV BIITRED %\,

35 Kaan & Swaab (2002)7 5 D5 L IZBA 44/458 9 RHHBH S 5755, BAL 1L
Brodmann Area® B4 C, HAFETIE, [7o—F~v 8] LD, BAEBES LD,

MiE R & {43 C, miBEZE(frontal lobe), BHTHZE(parietal lobe), f25H%E(occipital

lobe), MAIBEZE (temporal lobe) DA D DR H B 75 b F7z, BIZIZFEES I2AD D
D, BERES 2 (gyrus, BEUEEgyrD), <IZA % H#(fissure) & I8, &RILHIZ
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WHRETED VT W h 72k 21, 70— ¥ 13 FRISAE (inferior frontal gyrus) T 1),
v v = v 7 BpiE BT IA] (superior temporal gyrus) & 4 5 (angular gyrus) T 5 o

O EERTNNZFZ D L HICFE TS o TH D, TNABrodmann& V9 FE DS
#z7:70— K< % (Brodmann Area; BAL BT ) THALH, 728 21X, BA44L
BA45 —f\2 7 0 — A B LIFIEN HFHEFTd D, BA22E BA3OD —fKIZ Y = v = >
T EHEINDHETH b

70— F< ~(Korbinian Brodmann)lZB§ L Cid, [BEFKE#] (CD-ROMW) o
B EGIHLTH L,

1868-1918, N A Y DR, 1 TF, 7527 7))V, ~N) ¥ CRMES:
BN, Fa—VY U R, NVKR, 2 AV KOBEHERRE D, it
WZHEBRT TR OMIBIRESE % BFZE L, 1903 ~ 19084F 12 i S 72 425200 7 ' 7
¥1%, 70— F< V8 (Brodmann areas) & M-EN 5o 20513 B2 E & O &
RLUEIZ L) NG DN BH, FO5AXIED &A% (RFISTVWERRD
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Synopsis

An Overview of Psycholinguistic and
Neurolinguistic Studies on
Competence and Performance

Satoru Nakai

The present paper is an overview of psycholinguistic and neurolinguistic
studies on the relationship between competence and performance proposed by
Chomsky (1965).

In the first half of the paper, I have reviewed the psycholinguistic studies on
whether the grammar proposed by a linguist has psychological reality, that is,
whether the grammar is really represented in the brain, and how the grammar is
transparent to the parser or language processing mechanism.

In the second half of the paper, at first, I have reviewed the neurolinguistic
studies on aphasia, focusing on how the aphasic studies can contribute to the
problem of the psychological reality of grammar, and then, I have reviewed the
brain-imaging studies, focusing on the localization of linguistic functions in the

brain.



