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1. Thesis Overview 
“Everything is energy and that’s all there is to it. It changes the state, shape, type, composition but in the 

end, it is the only purest substance of the universe. Match the frequency of the reality you want and you cannot 

help but get that reality. It can be no other way. This is not philosophy. This is physics” - Albert Einstein 

1.1 General 

In recent years, energy and environmental issues are globally the main concern. Through the improvement 

and implementation of the power generation systems based on natural energy, it will be possible to solve this 

problem. The importance of rechargeable batteries nowadays is increasing from the portable electronic devices 

and solar energy industry up to the development of new Electrical Vehicles (EV) models. In addition, the 

necessity for larger, efficient and reliable storage systems is heightened. The rechargeable batteries are 

considered as the most common storage devices. EV and Hybrid Electric Vehicles (HEV) are becoming the most 

important technology in transportation, due to their environmental affinity and increased driving autonomy. In 

the running process of EVs or HEVs, the batteries experience stress from the dynamic operational environment. 

The charging condition is essential for designing the storage system, while the charging quality of the battery 

directly affects the battery lifetime and normal operation within the regulated and standardized parameters. The 

most used battery type is based on Li-Ion chemistry and their derivative types, due to the high energy and power 

density, high efficiency, higher open circuit voltage (OCV), within its class of battery, wide range of temperature 

for a normal operation, low maintenance, also long-term usage. However, beside its advantages it introduces as 

well drawbacks. It is necessary to have a protection system which helps from over charged and over discharged 

beyond its normal range of operation. This means that it must be connected with an integrated circuit technology, 

which is usually resolved by the battery management system (BMS).  

Another major problem of Li-Ion batteries is the ageing process. Its ageing process depends, not only on 

calendar, but also on the charge/discharge cycles. Based on actual technology this type of battery withstand 500-

1000 cycles for a normal and safe operation, before their capacity falls. As well the other problems, as the 

accurate estimation of state of charge (SoC) and state of health (SoH) are difficult to be obtained, because it is 

unclear which parameters affect the deterioration process. Although Li-Ion batteries have been used in real 

applications, still it can be considered an immature technology from most of the researchers of this field. 

Understanding the advantages and proposing new methods which can resolve the disadvantages or at least 

reducing the side effects is the main challenge. 

 In general, all the batteries introduce high nonlinearity in their behavior, which requires complex models to 

explain their characteristics. Although the conventional methods confirm and resolve specific problems but their 

abilities are quite limited and have lack of adaptability for new and unknown problems. In order to resolve and 

simplify these nonlinearity, unconventional method was used to make an efficient investigation by maximizing 

the usage of the genuine data obtained through practical experiments. Using practical data, it was possible to 

create and optimize a solid model based on the Artificial Intelligence (AI) properties, specifically expressed 

through Artificial Neural Network (ANN) ability. Due to the black box approach of the ANN it is possible to 

connect the complex physical phenomenon with a specific physical meaning expressed with a nonlinear logic 

between inputs and output. Using specific input data to relate with the desired output, makes possible to create 

a pattern connection with input and output This ability helps to estimate the desired outputs, behaviors, 

phenomena in real time, and at the same time it can be used as a real time diagnosis method. As well it has the 

ability to be optimized, improved and work in off-line processing for better results. 
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1.2 Organization of the Thesis 

The thesis is based on 8 chapters, where it starts with explanations of the secondary batteries' chemistries, 

abilities, drawbacks, applicable field followed by the explanation of the AI based on ANN method. Due to the 

immense ability and possibility for applications of ANN not only as theoretical thinking approach but also as 

robust and confirmed critical problems resolving with aggressive algorithm, the ANN makes possible and open 

new opportunities for a real time monitoring, diagnosis and decision making. Based on these features it was 

possible to start the investigation of the OCV waveform characteristics of the Li-Ion battery during charging. 

After parallel works were made to understand the relation process and optimization of the ANN structure for 

each problem, respectively for the SoC and SoH estimation models.  

Also, an investigation on the parameters of the equivalent circuit model (ECM), which variables are more 

connected with power output, capacity fade, increased of internal temperature, faster deterioration due to the fast 

charging/discharging, or even the optimized C ratio and the best current waveform for the charging process 

which helps to decrease the deterioration process. For each of the mentioned problems, a considerable amount 

of experiments was conducted in order to give some scientific explanations. Selecting the most interesting 

variables for the ANN database, it was another goal during the process of this research. This helps to increase 

the quality of the estimation, making the simulation and calculation time shorter, and stable. Also, an interest 

was shown for the generalization of each problem, from viewpoints of the ANN structure and applicability the 

proposed model to rechargeable batteries based on different chemistries, type of current waveform, level of load. 

1.3 Objective of this study 

The objective of this study is to propose new and different methods for the real time diagnosis and 

parameter/fault estimations for the rechargeable batteries. By combining conventional and unconventional 

methods, it was possible to make an efficient investigation by maximizing the usage of the genuine data obtained 

through practical experiment. It was possible to create and optimize a solid model based on the AI properties, 

specifically expressed through ANN ability. Although the conventional methods confirm and resolve specific 

problems, their abilities are quite limited and have lack of adaptability to new and unknown problems. The 

contribution is mainly focused on three problems as explained in the further chapters. 

In Chapter 4, the investigation was focused on the SoC estimation model, where a basic model was 

introduced based on OCV estimation of the battery during charging process. This model opens the possibility to 

improve the model with less necessary inputs of the ANN learning process. In addition, some BMS circuits for 

battery pack/modules were proposed to be used during operation, which helps to maintain a higher and stable 

level of voltage. 

In Chapter 5, a contribution was made regarding the SoH estimation, i.e., classification of deterioration. As 

well a scaled down simulator for the design of power storage system was proposed, which reduces the cost and 

removes a real size benchmark system. Another important focus of this study was based on the accurate 

estimation of power and energy consumption in EVs, where the total battery pack was investigated to understand 

the “behavior and characteristics” of the battery pack during dynamic operation. In the final step of the ANN 

structure for this problem, only the parameters of an arbitrary single cell from the battery pack was necessary to 

make an accurate power and energy consumption of EV. As well, through this study it was shown the ability to 

relate EV’s consumption level with the battery deterioration.  

In Chapter 6, a parameter estimation of equivalent circuit model (ECM) was proposed based on real time 

evaluation approach. By dividing into the high and low frequency regions, it was possible to relate specific 

parameters of ECM with specific problems and behaviors. Later a deeper investigation was introduced by 

dividing the frequency regions in more narrow regions and by selecting the best frequency zone for each of the 
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rechargeable batteries, Li-Ion, Ni-MH and Pb. The results of this study shows the ability and further possibilities 

for progressive improvements of the diagnostic tools as a real time approach, where it was possible to speed up 

the estimation time, not only with low cost but also with high-accuracy, -adaptivity, -efficiency, and with 

generalization ability which gives the opportunity for fast adaptation to the related industrial problems. The 

proposed methods are applicable to  real time diagnosis applications and to offline processing. The quality and 

credibility of the work was continuously confirmed by the comparison with experimental results. 

The author has proposed new deterioration diagnostic methods and approaches for secondary batteries, 

which are totally different from conventional methods. Proposal of new idea, which resolves actual problems of 

this field, and provision of the opportunity to investigate new problems are the main goal of the author. The 

proposed methods based on this study open the door to new application fields of the secondary battery from 

academic perspectives to industrial applications. 
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2. Rechargeable Batteries Li-Ion/ Pb/ Ni-MH Battery Fundamentals 

2.1 Introduction  

     Energy is the source of life and the lifeblood of progress and modern society. From this fact it is important 

to make it possible a constant and reliable source of energy but at the same time an efficient storage system. 

During the last 50 years, human society has witnessed a critical and fast growth in mobility of devices. From the 

previous scenario were stationary devices were predominant, we would have to reach them in order to use, due 

to the necessity to be connected with power electric grid. Based on the needs for mobility systems the computer 

has evolved to laptop, desk phones to mobiles and so on. This drastic change has increased further the demand 

for portable energy sources. The needs to reduce the size, height of the storage system and with the same time 

increase the capacity of energy, and with higher current drain usage for power hungry applications. On the other 

hand, the need of friendly environment and zero pollution technology is necessary for the actual standards. The 

risk from the global warming, air pollution and finite fossil-fuel supplies leads to increased demands in renewable 

energies such as solar, wind, tidal etc. However, the renewable energy sources are intermittent, uncontrollable 

and not continues in time, which makes necessary for an efficient and reliable electrical energy storage (EES) 

[9] for a stable and consistent power delivery. There are few different EES technologies in the actual market, 

where rechargeable batteries are the most promising to serve high energy density applications and with their 

high energy efficiency [10]. Nowadays, there is a wide range of different battery chemistry, each one of them 

with features to be used in the best convenient way depending on the applications. However, it is important to 

know the past of the battery technology from the first simplest model to the most advance one of nowadays. The 

eldest and first evidence of the batteries have been in use for at least the past 2000 years. During a railway 

construction in Khujut Rabu, just outside Baghdad in modern day Iraq, unearthed a 13cm (five-inch-long) clay 

jar containing a copper cylinder that encased an iron rod amongst other finds form the Parthian period. In 1938, 

it was identified as the first model of electric cells by the German Archeologist Dr. Wilhelm Konig, back then 

the director of the Baghdad museum laboratory. Based on the historical data Dr. Konig concluded that their main 

purpose was for electroplating gold and silver jewelry for the high elite society. Figs. 2.1 shows the Baghdad 

battery. 

 
                             Fig.2.1. Main components of Parthian (Bagdad) battery [3]                        

The edge of the copper cylinder was soldered with a lead-tin alloy comparable to today’s solder. The bottom 

of the cylinder was capped with a crimped-in copper disc and sealed with bitumen or asphalt. Another extra 

insulating layer of Asphalt sealed the top and also held in place an iron rod suspended into the center of the 

copper cylinder [3]. Two separate experiments with replicas of the cells have produced a 0.87V current in small 

amount which could last for 18 days. Their main chemical elements where based on an electrolyte of 5% solution 

of Vinegar, wine or copper-sulphate, sulphuric acid and citric acid, where were all available at that time. A very 

long period of struggling and with small progress was made on battery technology from that time until the mid-
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1700s, where the two inventors, working in parallel but separately from each other, discovered what will become 

known as the “Leyden jar”. This type of battery was a device used to store static electricity by lining the interior 

of a glass jar with a metal sheet by adding another layer of metal-sheet coating around and in the end inserting a 

metal rod through the top and connecting it to the inner sheet-foil. But only around mid-1700s that the term 

“battery” was referred to this type of device and is believed to be called by Benjamin Franklin. The next step of 

progress was made by the discovery of the Alessandro Volta. It was in 1800 when Volta published the results of 

his experiments made on so called “Voltaic Pile”. This type of battery proved to be the first electrochemical 

storage cell [3]. The Voltaic pile is composed of two metal plates, where one is made of zinc and the other by 

copper in order to make the electrodes, and were separated by a piece of cloth soaked with an electrolyte made 

by sulfuric acid or saltwater brine. The next major evolutionary step of the modern battery came in 1859 when 

Gaston Plante, a French physicist, proposed the first rechargeable lead-acid storage battery known as Pb battery 

type. Together Camille Faure another French inventor, improved first prototype of Pb by enhancing its current 

performance in 1881. Based on their improved model which have been used as the basis for the modern Pb which 

is used nowadays in different sector of industry. Another attempt for further progress on the storage system was 

made by Thomas Edison which developed a nickel-based battery as a need to compete the Pb battery which was 

massively used in the electric cars in the early 1900s. But the real improvement and revolution of storage system 

will not come until the early 1970s and into the 1990s, where new chemistries were made the real implementation 

in the electrification which we see nowadays. 

2.2 Battery types, chemistries and properties 

Cells is the core element of battery. For small portable electronics, devices a single cell can satisfy their 

demand of energy and power requirements for a specific time, which must be evaluated to fit the acceptable 

value of time lasting without compromising the necessary level of safety, size and esthetic requirements. In case 

of large-scale applications in electric vehicles (EV) and stationary EES, it is necessary many cells to be 

electrically integrated into modules which are packed further in pack in order to fulfill the needs for energy. 

Batteries which can be used only 1 time until their full discharge are called primary batteries, which usually are 

used in application with low power demands in order to last for a while. Another type of battery is the 

rechargeable batteries, known as secondary batteries, they can be charged and discharged many times. This type 

is used as on-board energy storage source in all consumer electronic, power electronics, transportation domains, 

telecommunication. The secondary batteries dominate most of the actual industries with a wide opportunity for 

applications. The cell structure itself is composed of a positive electrode (cathode), a negative electrode (anode), 

and an electrolyte, in which the cathode and anode are physically isolated by the electrolyte. During the usage 

of liquid electrolyte, a porous membrane is placed as the separator between the cathode and anode to avoid their 

electrical contact. The separator allows the liquid electrolyte to penetrate and mechanically isolates the cathode 

and anode from each other. The electrolyte is in principle ionically conducting and electronically insulating, 

which enables the redox reaction on each of electrodes [9]. Recharge ability of a cell is based on a reversible 

redox reaction between the cathode and anode materials. The open circuit voltage V0 of a cell is equal to the 

difference of chemical potentials between the cathode E+ and anode E- as described in (2.1) 

                                                                   U E Eocv = − −+
                                                              (2.1) 

where E+ and E- changes depending with the value of state of charge (SoC), strictly speaking, the chemical 

composition of the electrode materials.  

The output voltage (U) of the cell depends on the IR polarization, which is described by (2.2) 

                     U U IRocv= −            (2.2) 
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where I express the current which pass through the cell, and R is the overall internal resistance of the cell, 

related by many factors, including electrode and quality of electrolyte materials, electrode and cell structure, 

temperature, deterioration progress, rated lifetime usage, cell’s SoC or/with depth of discharge (DoD). During 

AC impedance spectroscopy, the overall resistance of a cell consists of the ohmic bulk resistance (Rb) contributed 

by the electronic resistance of cell’s and the ionic resistance of the electrolyte composition, ohmic surface layer 

resistance (Rsl) from both electrodes. Also, the Faradic charging-transfer resistance (Rct) relating to the 

electrochemical reactions occurring in two electrodes and changing with the SoC. Also, the Warburg impedance 

(Zw) expresses the ionic diffusion on the electrolyte-electrode interface. In most general cases the Rct remarkably 

increases near the end of charge or discharge, which hence results in a steep increase for the cell’s polarization. 

Mostly these parameters are used to express and define the ending point of charging in many battery chargers. 

The energy density, generally expressed by watt-hour per unit weigh or volume, is the product of specific 

capacity. For a battery pack, these parameters are further affected by other components such as battery packing 

materials and battery electrical and thermal managements. The quality of electrolyte affects the performance of 

a rechargeable cell, including reversibility, coulombic efficiency, rate capability, safety, operating temperature 

range, and cycle life. 

      Energy density of a battery is the product of specific capacity and averaged output voltage. The focus is 

to develop a high specific capacity and high voltage cathodes. Amon high capacity cathodes, Li-rich layered as 

Li[Li1/3Mn2/3]O2-LiMO2 (M=Ni, Co, Mn) solid solutions, or written as Li2MnO3-LiMO2 in the other form of 

descriptions, shows a high interest. In the solid solution, the electrochemically inactive Li2MnO3 phase stabilizes 

the layered LiMO2 to enable a wide range of operating voltage. As explained in [9,11,12,13]. These materials 

typically have a 250mAh/g of specific capacity between 2 and 4.8V versus Li/Li+ [14]. The most problematic 

matter of these materials is the high irreversible capacity (40-100 mAh/g in the first cycle), increase of voltage 

hysteresis (delay) also poor rate capability. As explained in [15,16], the issues start above 4.5V in the initial 

activation step, is due to the irreversible evolution of oxygen and resulting Li+ ion loss and electrolyte solvent 

oxidation and electrolyte solvent oxidation. The second problem is due to the irreversible structural transition 

from layered to spinel lattice. Third problem is related to the nature of elevated high electronic conductivity of 

layered as LiMO2 and the presence of inactive Li2MnO3 phase. Multivalent Li+ ion compounds such as 

polyanionic Li2MSiO4 (M=Mn, Fe, Co, Ni) with two Li+ ion per formula unit corresponding to a 330mAh/g of 

theoretical capacity for M-Fe and monoclinic Li3V2(PO4)3 with three Li+ ions per formula unit equaling to a 197 

mAh/g of theoretical capacity, where in [17,18] is been investigated as the high capacity cathode material. But, 

the structural instability and capacity’s utilization remain challenges for these multiple Li+ ions materials. 

Comparing to the high voltage cathode material, spinel LiNi0.5Mn1.5O4 and olivine LiCoPO4 have been 

intensively studied. Through the Ni2+/3+ and Ni3+/4+ couples, LiNi0.5Mn1.5O4 offers around 130 mAh/g of 

accessible capacity at around 4.7V comparing Li/Li+.  The high operating voltage and three-dimensional fast 

Li+ ion diffusion make LiNi0.5Mn1.5O4 attractive for the large size batteries to be used in the transportation 

vehicles and stationary EES. The most problematic matters with LiNi0.5Mn1.5O4 are the formation of LixNi1-xO 

impurity phase and chemical instability in contact with the electrolyte at high operating voltages. As explained 

in [9] the small amount of Fe-substitution stabilizes the structure with cation-disorder in the 16d octahedral sites 

of the spinel lattice, which leads to remarkable improvement in both the capacity retention and rate capability. 

LiCoPO4 has a theoretical capacity 172 mAh/g around 4.8V versus Li/Li+ of averaged operating voltage. The 

major issues with this material are the intrinsically low electronic and Li+ ionic conductivity of the olivine 

structure. Differently form LiFePO4, coating of conductive carbon is not suitable for LiCoPO4 because at the 

synthesis temperature, the highly oxidative LiCoPO4 will directly oxidize carbon. Similarly, to the 

LiNi0.5Mn1.5O4, very small amount of Fe-substitution significantly improves the specific capacity and cycle life 

[19]. It was observed from both LiNi0.5Mn1.5O4 and LiCoPO4 that the substitution process induced the self-

segregation of Fe-rich phase on the surface of cathode particles, leading to the enrichment of the more stable Fe 
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cations. Due to this fact, the Fe-substitution not only stabilizes the lattice structure but also increases the chemical 

stability in contact with the electrolyte as explained in [20]. It will boost the capacity retention, especially at 

elevated temperatures for the LiNi0.5Mn1.5O4 and LiCoPO4. This fact shows the self-segregation of robust Fe 

cation phase may be a cost-effective strategy to overcome the chemical instability of the cathode surface in 

contact with the electrolyte. Another important matter is the instability of the electrolyte solvents, which is the 

most difficult thing, for the applications of high-voltage cathode materials, which is mainly due to the strong 

oxidation of the high voltage cathode materials and the high catalytic activity of the cathode particles to the 

electrochemical oxidation of electrolyte solvents. Few problems are related with the oxidative decomposition of 

electrolyte solvents on the surface of high voltage cathode particles, such as active material loss, known as 

dissolution, low coulombic efficiency, and uncontrollable growth of resistive surface layer. The most reliable 

solution to these problems is the surface coating with more robust compounds like AlPO4, ZnO, Al2O3, and 

Bi2O3 [21]. The authors of this reference have proven that the electrolytic and thereby suppresses the formation 

of thick SEI layer. Development of robust cathode surfaces seems to be an attractive strategy to overcome the 

instability of the high-voltage cathode materials in contact with the liquid electrolyte and thereby improve the 

energy density, rate capability, and cycle life.     One of the main columns for the improvement of the battery 

performance is the high-power property. Power can describe how fast the battery can delivery energy. The ability 

for high power it’s necessary parameter in the application for high current demand as in transportation, such as 

HEVs and EVs, in which fast discharge and charge are frequently required during the acceleration and braking-

up of the vehicles. The amount of power delivery it can be increased by battery design and material optimization 

at the same time. Fig. 2.2 shows a Ragone plot of the rechargeable batteries most used nowadays in wide fields 

of applications. 

 

Fig. 2.2. Ragone plot. 

 

The energy density has been increased stepwise by approximately 5Wh/kg every year, for the past several 

decades, and is approximately 160 Wh/kg now. However, the current energy density still does not meet the needs 

of vehicle electrification which is in the range of (500-700) Wh/kg [22,23]. Fig. 2.3 shows the energy density 

and specific energy amount of the rechargeable batteries. 
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Fig. 2.3. Energy density (Wh/l) and specific energy (Wh/kg) for the major small-sealed rechargeable battery systems 

[1]. 

 

The most known and common method to improve the power through the battery design based on the reduced 

electrode thickness and increasing the content of conductive carbon in the electrode. These kinds of 

improvements are achieved at the cost of energy density due to the introduction of more inactive materials. From 

the perspective view of the cathode materials, a high power can be obtained from the reduction of particle size 

and the surface coating of conductive carbon. Another approach is the nanostructured materials are particularly 

appealing in the reduction of the particle size. There are few advantages as  

a) Reducing diffusion length of the Li+ ion diffusion within the particle for high reaction rate, 

b) Increasing electrode/electrolyte contact are for more effective and faster electrode reaction, 

c) Accommodating volume change caused by the intercalation and deintercalation of Li+ ions for long 

cycle life. 

Coating of conductive carbon has been widely adopted to improve the rate capability of the low 

electronically and ionically conductive LiFePO4. However, this technique is only limited to the low voltage 

cathode materials [24]. In case of high voltage cathode materials, chemist engineers explain that carbon will be 

chemically oxidized by the cathode materials in the coating process. Moreover, carbon may be electrochemically 

oxidized at high potentials that are within the charging potential range of the high voltage cathode materials [9, 

25].  

     Carbon is the main anode material for the commercial LIBs used in portable electronics. Enriched 

graphite has a 372 mAh/g of theoretical capacity at an operating voltage around 0.25V comparing Li/Li+ in 

accordance with the formation of a LiC6 graphite intercalation compound (GIC), and around 360 mAh/g can be 

easily accessed in practical batteries. Disordered hard carbon has higher voltage hysteresis, lower packing 

density, and poorer electrical conductivity, as compared with the ordered graphite. Since the intercalation of Li+ 

ions into graphite occurs at lower potentials than the organic solvents electrochemically reduce, organic 

electrolytes are thermodynamically instable with the graphite anode [26]. However, the electrolyte solvents must 

be first reduced before the Li+ ions can be intercalated into graphite. In order to enable the operation of graphite 

anode, the reduction products of the electrolyte solvents anode are stably accumulated on the graphite surface to 

form a dense and protective film. This film is called solid electrolyte interphase (SEI), and the formation of the 

SEI has proven to be an important process for the manufacture in affecting the cycling performance, cycle life 

and safety of the LIBs. 
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 Still today, SEI is regarded as “the most important but least understood (component) in rechargeable Li-ion 

batteries” which can be attributed to the complexity of the chemical and electrochemical reactions to form it and 

insufficient direct measurement of its physical properties. In Fig. 2.4 based on [22], it is illustrated the modelling 

progress in years, for the anode SEI of lithium-ion batteries. 

 

 

Fig.2.4. Review of the modelling progress for the anode solid electrolyte interphase (SEI) for Li-Ion batteries [22]. 

 

     The progressing path of the SEI on negative electrodes, since its discovery, understanding the correct physical 

meaning, the designing, it is summarized through experiments and calculations within the past four decades. 

Where, in a) Early in 1970, Dey observed for the first time the passivation layer on lithium metal [29], b) the 

effective SEI layer on graphite was confirmed in 1990 [30], c) In 1979, Peled introduces the concept of SEI [31]. 

An increase of various experiments started to report the chemistry of SEI and subsequently proposed the 

formation mechanisms of the SEI among them as shown in d) Nazri and Muller [32] and Aurbach [33], which 

identified Li2CO3 as one the main components in SEI in 1985 and 1987. In e) Peled combined with this chemical 

information, introduced a pictured SEI as a mosaic structure and translated in into an equivalent circuit model 

(ECM) in 1997 [34]. In f) Aurbach illustrated the formation process of SEI starting from electrolyte reduction 

on electrode surface [35], g) shows a direct observation of the time evolution of the multi-component and multi-

layer SEI formation was observed by Cresce in 2014 using in situ electrochemical AFM [36], h) in 2000-2001, 

quantum chemical calculations were employed to simulate electrolyte reduction and oxidation reaction pathways 
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to simulate SEI growth formation [37-39]. At i) in 2004, physics- based continuum models were developed to 

simulate SEI growth, assuming SEI is mainly Li2CO3 [40]. At j) in 2010 Xu measured the Li-ion transport energy 

barrier from experiment [41], k) based on the idea that inorganic layer of SEI is LiCO3, Si calculated the Li-ion 

diffusion in Li2CO3 via a “knock-off” mechanism and, together with the porous organic layer, they proposed the 

two-layer/two-mechanism model [42]. In g) the mechanical property, namely, the Young’s Modulus of SEI on 

a silicon anode, was measure by Zheng and they revealed modulus map along with the SEI structure map [43], 

l) the fundamental understanding of SEI lead to artificial SEI design, using atomic layer deposition, Jung, 

deposited nm thick Al2O3 coatings on an assembled graphite anode and demonstrated improved durability. In 

m) Kozen used ALD coating to protect a Li metal electrode in 2015, 45 years after Sei was observed on Li metal 

in the non-aqueous electrolyte [44]. 

     To give a simple idea of the SEI failure mechanism depending on the anode materials, as illustrated in Fig. 

2.5 [22]. 

 

 

Fig. 2.5. SEI failure mechanisms for different anode materials [22]. 

 

where section a) shows the SEI when is relatively stable on graphite electrode but still can crack due to the 

volume expansion and contraction during cycling, b) shows more SEI mechanical failure which is expected on 

Li storage metals, such as Si or Sn, due to larger volume change, and c) shows the surface morphology change 

of metallic lithium which is accompanied by new SEI formation in each cycle.  

     Due to the fact that GICs has a low potential is favorable for increasing the battery’s operating voltage, 

however, it meanwhile can cause other problems. The potential for the Li+ ion intercalation is so low (<0.25V 

versus Li/Li+) that metallic Li can be easily platted on the graphite surface during charging of LIBs, especially 

at high current rate and/or at cold temperature. The plated Li not only reacts with the electrolyte solvents to 

degrade the battery’s performance, but also forms dendrites, potentially creating a safety hazard. Other 

drawbacks of the carbonaceous anode materials are the (10-20) % irreversible capacity in the first cycle due to 

the formation of SEI, low density affecting the battery’s volumetric energy density, and unsuitability for fast 

charging due to the possibility of Li plating. Spinel Li4Ti5O12 (LTO) has a 175mAh/g of theoretical capacity 

around 1.5V versus Li/Li+ operating voltage, it features very stable cycling stability and excellent safety. Since 

LTO operates at far above the reduction potentials of carbonate solvents, no SEI is formed in the first cycle 

[9,26,28]. Even nowadays, it is difficult for current experimental methods to characterize the SEI properties 

(beyond chemical composition), especially the thermodynamic and kinetic properties. Predictive modelling can 
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compensate for the limitations of experimental research and play an important role in understanding battery 

science with the length scales ranging from electrons to the full battery system as in [22,45-53]. Regarding the 

modeling of electrolyte reduction mechanisms, the reduction of an electrolyte on an anode surface can be viewed 

as the initial formation process of an SEI film, which plays an important role in the SEI composition [54,55]. It 

is important to explain that the electrolyte reduction mechanisms on a (bare) electrode surface might only play 

a role in the initial formation process of SEI. As the reduction products accumulate on the electrode surface the 

reduction mechanism can be different as the surface becomes more electronically insulating. This process can 

be considered as a part of the SEI evolution process. The simulation of this process, has not yet reached a point 

wherein it can be validated by experiments. EC, with high polarity and dielectric constant, is one of the most 

important ingredients in the electrolyte. As explained in 1995, Blint [56] calculated the binding energy of Li+ 

with EC and showed that it is higher than water and several other ether and carbonyl oxygen containing species. 

In 2000, Li and Balbuena [57], first applied QC to investigate the experimentally proposed EC reduction 

mechanism proposed by Aurbach [58]. It is a significant step, as the majority of Sei reaction mechanisms in the 

literature were deduced from experimentally observed products, and QC con confirm these mechanisms by 

calculating the energies of the intermediate structures along the proposed reaction pathways. Jointly, they 

reinforce each other to reveal the SEI formation mechanisms [22]. In 2001, Wang [59] and Zhang [60] 

investigated the possible reduction and oxidation pathways for EC, respectively. Following these initial QC 

calculations, the reduction pathways for EC have been modeled extensively [22,59,61-70]. Typically, Li-ion will 

be surrounded by 4-5 EC in the first solvation shell in the solution. To capture the solvent effect, Wang 

introduced in [59] by calculating a possible reduction processes of super-molecules of Li+(EC)n (n=1-5) using 

high-level DFT method in Gaussian 98. They treated the bulk solvent as a macroscopic and continuum medium 

using the polarized continuum models. This detailed reaction pathways study gave many important insights. 

First, the solvent plays an important role. They found that isolated EC is unlikely to be reduced because of its 

negative adiabatic electron affinity. In fact, EC- anion has been observed experimentally [71].       

     The difference between LUMO/HOMO orbitals of EC- in gas and solution phases was shown in a later study 

by Yu [61]. Under the effect of a continuum solvent model, EC can be reduced via one-electron and possibly 

two-electron reactions in the solution. By computing the EC reduction pathways with Li+ and increasing numbers 

of EC in Li+(EC)n, Wang confirmed the currently generally accepted two-step reduction pathways on the surface 

that Li+(EC)n is initially reduced to an ion-pair intermediate undergoing homolytic C-O bond cleavage, giving a 

radical anion coordinated with Li+ [59]. They also revealed, for the first time, all the possible products could be 

generated from EC decomposition, such as dilithium butylene dicarbonate (Li2BDC), Li2EDC, 

LiO(CH2)2CO2(CH2)2OCO2Li. 

     Li(CH2)2OCO2Li and Li2CO3, some of which are just now being detected experimentally due to the difficulty 

in characterizing a complex system, where the formation of Li2BDC is the most thermodynamically favored, but 

it has high solubility. Therefore, the compounds with low solubility in the electrolyte, such as Li2EDC, become 

dominant components in SEI, as explained in [59,71]. With the development of supercomputers, ab initio 

molecular dynamics (AIMD) became feasible for larger systems [61,63,66]. With the help of AIM, Leung and 

Budzien tracked the initial decomposition process of liquid EC on graphite surfaces with different edge 

terminations. They confirmed the two EC decomposition pathways. In [59] it shows that for the first time, CO 

evolution, observed in experiments in [72]. The one-electron reaction pathway was further elucidated in late 

works [61,66] and it was confirmed by electron paramagnetic resonance spectroscopy measurement [73]. Due 

to the limited size in DFT- based calculations, atomistic force fields were developed and parameterized for Li-

ion battery electrolyte systems to enable classical MD simulations with a longer time scale and larger system 

size. Classical force field, such as Condensed-phase Optimized Molecular Potentials for Atomistic Simulation 

Studies (COMPASS) with fixed charge, can reproduce the energetics of Li+ interactions with organic reduction 

products, such as Li2EDC and dilithium 1,2 - propylene dicarbonate (Li2PDC) [74]. Borodin and Smith 
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developed a many-body polarizable force field, APPLE&P (Atomistic Polarizable Potential for Liquids, 

Electrolytes, and Polymers, which allows the charged ion, such as Li+, to polarize the neighboring solvent 

molecules and anions by introducing atomic dipoles or by shifting charges in response to the electric field. They 

parameterized APPLE&P with QC calculations of EC and DMC complex with Li+ and LiPF6 [75]. 

     Quantifying the onset voltage for EC reduction reaction is still challenging for computation at both quantum 

and molecular levels [67,69].  Many of the electrolyte reduction studies discussed in the mentioned references, 

were based on the pure EC solvent. However, the real electrolyte is usually comprised of more than one solvent 

and suitable additives. By taking the electrolyte mixture into account is a necessary step forwards fully 

comprehending the reactions at the anode/electrolyte interface [76,77]. First, every solvent and salt species will 

decompose at its unique voltage. Tasaki in [74] found that the order for the solvent molecule to undergo the first 

electron reduction is EC > PC > VC > DMC > EMC > DEC, with EC being the most likely reduced [59]. VC, 

on the other hand, is most likely to undergo the second electron reduction, followed by EC and PC, as   VC > 

EC > PC. The SEI chemistry is also dictated by Li+ solvation sheath, which was recently characterized by Cresce 

as shown in [76]. The solvent-solvent and salt-solvent local structures can dramatically change the reduction 

voltage and kinetics, resulting in many electrolyte concentration dependent phenomena. Another important thing 

is the effect of the anode surface state. The anode surface also plays an important role in determining the 

decomposition thermodynamics. Leung and Budzien compared EC decomposition on the basal plane of lithiated 

graphite (LiC6), which is terminated with =O, -OH & -H and found that C=O edges provide a larger driving 

force for EC reduction [63]. The observation of EC is more inclined to decompose in the presence of 

oxygen/hydroxyl termination is consistent with other simulation results [77]. The EC decomposition was not 

simulated only on graphite, but also on Li [61,78,79], Si [65,80,81], and on Sn [82] electrodes. Due to the lower 

potential of Li metal than graphite, the decomposition of EC on Li metal is spontaneous and much faster than 

that on LiC6 surfaces [61]. It was introduced in [79], where performed AIMD and showed that EC reduction 

pathway to form CO is energetically more favorable on the Li metal surface, different from that on graphite 

surface [61,66]. In [83] Camacho-Forero have shown that both DOL and DME are stable on Li metal surface 

during AIMD simulations, comparing with the spontaneous decomposition of EC on Li metal. They also 

simulated the decomposition process of lithium bis(trifluoromethanesulfonyl)imide (LiFSI) and lithium 

bis(fluorosulfonl)imide (LiFSI) at 1 and 4M concentrations in DME on Li metal surface and found that LiFSI 

shows a complete decomposition in terms of forming LiF as one of the main SEI products [78]. One of the 

specific applications of Li metal anode is for Li-S batteries, where the precipitation of Li2S on the anode from 

the shuttling of soluble polysulfide (PS) needs to be avoided. DFT and AIMD simulations have revealed that PS 

decomposes [57]. Regarding the buildup process of the nanometer-thick SEI layer, a kinetic Monte Carlo was 

used to simulate the early stage formation of SEI with regards to the lithium-ion intercalation on a graphite anode 

[53,105].  

In addition, Ushirogata at al., [85] introduced a two-step calculation, first AIMD was performed to allow the 

electrolyte to decompose. Then extracted the stable SEI film components and examined their solubility in the 

EC solvent and their adhesion to a graphite electrode surface. They proposed a “near-shore aggregation” SEI 

formation mechanism, which explained in detail in Appendix, Section 8.1, Fig.A2, [85]. 

 This “solution-mediated” mechanism instead of the “surface-mediated” mechanism would allow the formation 

of several tens of nanometer-thick SEI film. 

Secondly, as the electrolyte is reduced, some decomposed compounds will deposit on the anode surface and 

gradually form the growing SEI layer [57,86]. 

Li-ion batteries, unlike other secondary batteries, doesn’t have any redox chemical reactions, hence there is 

not any new chemical products. During operation, the lithium materials gets in and out of the electrodes by an 

intercalation reaction. Due to the open structures of the electrodes which the lithium inserts itself, and is 

subsequently extracted from the electrodes while the battery is discharging. During normal operation where there 
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are no unwanted side reactions, and hence the operation is almost completely reversible between charge and 

discharge. The different chemistries differ in the type of electrode used for the positive electrode to a larger 

extent, and in the negative electrode a graphite form is used in most of the industrial applications. In order to 

combine the advantages of individual compounds to result in composite cathodes. Discharge starts with all 

lithium in the negative electrode, graphite. Lithium that is inserted within the graphite material it’s released, as 

it diffuses through the particle and reaches the surface of the particle. The electron, meanwhile, is conducted 

through the electrode which travels through the external circuit until it reaches the positive electrode. Diffusion 

through the electrolyte, the lithium-ion concentration in both the electrodes varies as time proceeds. In addition, 

there is a spatial variation of lithium concentration across the thickness of the cell. During discharging, lithium-

ion concentration in both the electrodes changes as time proceeds. In addition, there is a spatial variation of 

lithium concentration along the thickness of the cell.  

During all the chemical processes a voltage drop is occurred and the cell voltage is lower than the open-

circuit voltage (OCV) during discharge. But during charging, the charge voltage must be higher than the OCV 

in order to account for all the transport processes [8]. But in case that the rate of discharge was too high in 

comparison to rate of diffusion, discharging processes will be finished earlier and lithium will not be all 

transferred. This effect is due to the faster and intensive reaction comparing to a low rate of diffusion within the 

electrode particles can result in an accumulation of lithium ion near the surface which will result on saturation. 

During a discharge process, different electrochemical processes are involved and occurred, such as:  diffusion 

in the solid phase, charge transfer reaction, diffusion in the electrolyte phase, electronic conduction, diffusion in 

the solid phase.   

     In order to be more efficient in the utilization of the battery it requires to tune the rates of each process 

at a comparable magnitude. Based on the amount of concentration of lithium in the electrodes the rates are 

different, from turn maps to efficient cell configuration in terms of best thickness of the electrodes.  

    Given that a normal operation of a lithium-ion cell involves various processes, it can be seen that the 

coordination amongst these processes. Conduction in the electrolyte phase can span multiple timescales, and 

solid phase diffusion happens in 10-100 seconds. At the same time there are other processes slower these one, 

like for example, the interphase movement in electrodes that exhibit multiphase coexistence, etc. For 

characterization tools like the electrochemical impedance spectroscopy (EIS) the time range becomes an 

important variable. The basic components of the lithium-ion cell are based on the structure of the solid positive 

and negative electrodes sandwiching a separator and all the parts of the battery is filled with a liquid electrolyte. 

Still, most of the cells use the liquid electrolytes. Where the active parts, are related with those which participate 

in the essential physicochemical processes that convert the chemical energy to electrical or otherwise. However, 

the fillers or binding material are not directly considered [8]. As a matter of fact, the electrodes constituting the 

battery are naturally porous. This is due to the synthesis process which highly involves mixing of the active 

material in a solvent and then allowing the solvent to dry. Depending on the intensity of the contact and the 

packing density, the porous structure can have a pore size distribution in range of a micron. Due to the porous 

structures, the contact surface area of the active material with the electrolyte it is enhanced, which increase also 

the probability of the charge transfer reaction. Fig.2.6. shows a simple schematic diagram of the Li-ion battery 

during charging and discharging process, as the Li material moves from one side of the electrode to the other 

one, with different direction based on the process. 
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Fig.2.6. Simple schematic diagram of the Li-Ion battery 

     

    This introduces the basic framework in which the electrodes are modeled by appealing to the established 

porous electrode theory, as explained  

The fundamental process during discharge is the transfer of Li-ion from the positive electrode to the negative 

electrode through the electrolyte, and opposite during charge. Each electrode section consists of the solid phase 

consisting of the active material, and the electrolyte, where the lithium passes through. As known, the cell is a 

closed system, where mass conservation is applied to the lithium in the ionized state in the electrolyte. The 

interaction between the solid particles of the electrode and the liquid electrolyte happen at the interface, where 

charge is transferred. The interaction between the solid particles of the electrode and the liquid electrolyte happen 

at the interface. As explained in [8], this set of 12 equations forms the fundamentals of the electrochemical model 

also the macro-homogeneous model. The mathematical model includes different levels of abstraction as below: 

a) The solution methodology represents the porous solid phase as a collection of particles that are 

individually surrounded by the electrolyte phase. 

b) The framework relates the electrode as a homogenous system of electrolyte and particles at every point. 

c) As a consequence of the first abstraction, the diffusion of lithium in solid phase between particles is 

neglected. Diffusion in the solid phase is modeled, within each particle that are typically assumed to be 

spheres. 

As confirmed the diffusion equation, which is the mass conservation equation in the solid phase, is solved 

in spherical coordinated to obtain the lithium surface concentration in the spheres. As the solid phase is also 

continuous, as matter of fact the surface concentration is the driving force for charge transfer reaction. Must be 

cleared that all the equations in the model are solved as a function of the thickness of the electrode, beside the 

diffusion in the solid phase which is solved in the spherical coordinates [8]. As explained in [2], due to this 

effective mapping of the output of the spherical diffusion equation into other equations that are solved in 

Cartesian coordinates, this model is also called as a Pseudo-2D (P2D) model.  

It is important to explain the most common terms and conditions for the batteries, related with their 

performance and characterization.  
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     A single cell is complete battery with two current leads and separated compartment holding electrodes, 

separator, and electrolyte. A module is composed of a few cells either by physical attachment or by welding in 

between cells. It is crucial to be connected very good with low resistance contact otherwise it will be a big 

problem for the thermal stability of all the pack, especially in high current charging/discharging situations. A 

pack is made by the electrical connections of modules. Due to the pack complexity the required safety level is 

higher. Also, the pack is completed as a single system for the thermal management. Fig. 2.7 shows the 

rhombohedral cell configuration. 

 

 
Fig.2.7. Relation between rhombohedral cell and hexagonal cell [1]. 

 

The most common forms and types of li-ion cells are enclosure as: 

a) Cylindrical cells: worldwide used standard form factor for lithium-ion batteries is the small format (less 

than 5Ah) cylindrical cells. The two typical standard sizes are referred to 18650 which stands for 18mm 

diameter and 65mm in length and the second to 26650 with 26mm diameter and 65mm in length. 

Cylindrical cells use a single “jelly-roll” of electrodes and separator. Fig. 2.8. shows a typical 18650 

cell structural composition. 

 

Fig.2.8. Structural composition of a common cylindrical 18650 cell [89]. 
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b) Prismatic cells: a reliable metallic enclosure shaped in rectangular form. For a better enclosure it is 

sealed by a laser welding process after the assembly but before electrolyte filling [88].  Prismatic cells 

can be more tightly packed than cylindrical cells and at the same time are wider variety of sizes and 

shapes available. Vent and terminal locations may vary between manufactures. The structural 

composition of prismatic cell is shown in Fig.2.9. 

  

 

Fig. 2.9. Structural composition of a prismatic cell [89]. 

 

c) Pouch cells: are enclosed in a pouch made from two pieces of plastic film fused together around the 

periphery. Metallic tabs protrude from the pouch in order to be connected to the cell. Usually pouch 

cells are very flat in one dimension which is the direction in which the li-ions travel. The compose 

method of the electrode and separator may be folded, stacked or wound in pouch or prismatic cells. The 

structural composition of pouch cell is shown in Fig.2.10. 

 
Fig. 2.10. Structural composition of a stacked pouch cell [89]. 

 



  

17 

 

As mentioned before, the mass conservation in the solid phase of the active materials for both the electrodes 

is derived. The porous electrode constitutes of individual particles represented as spheres, which interact through 

the electrolyte.  

     The nickel-cadmium battery (NiCd or NiCad battery) is a type of rechargeable battery which use nickel oxide 

hydroxide and metallic cadmium as electrodes. As a matter of fact, the NiCd lost their dominance in the share 

market of applications in early 1990s when the improvement of actual and material batteries such as NiMH and 

Li-Ion. NiCd has a terminal voltage during discharge of around 1.2V which decreases little until nearly the end 

of discharge. NiCd batteries are made in a wide range of manufacturing properties such as size, capacities, from 

portable sealed types interchangeable with carbon-zinc dry cells, up to large scale ventilated cells used for 

stationary power or motive power in infrastructure applications. Figs. 2.11 and 2.12 shows the structure 

composition of NiCd and NiMH respectively. 

                              
 Fig. 2.11. Structural composition of NiCd cell [90]          Fig. 2.12. Structural composition of a NiMH cell [91] 

 

 Due to the constant improvement in chemical composition also in technological manufacturing, have increased 

the capacity of NiMH and decreased the cost of the battery, making them usable in a wide range of applications 

such as portable power tools, photography equipment, flashlights, emergency lighting, hobby R/C and portable 

electronic devices. Regarding the electrical properties and characteristics of the NiCd and NiMH, in general they 

give good values as the maximum discharge rate is approximately 1.8A, for a D size battery rate be as high as 

3.5A.  In case of model-aircraft, boats or even drones, it can take much larger currents even up to a hundred 

amps or so from specially constructed NiCd batteries, where mostly used to drive main motors. In case of 

5minutes model operation for high current drain applications is easily achievable form quite small batteries, in 

some case even up to 10 minutes where a reasonable high power to weight configuration is achieved, comparable 

to internal combustion motors, though of lesser duration. In this, however, they have been largely overpassed in 

quality and performance by Li-Ion composition, specifically by lithium polymer (LiPO) and lithium iron 

phosphate (LiFe) batteries, which can provide higher energy densities.    

     NiCd have a nominal cell potential of 1.2V, which comparing with the alkaline and zinc-carbon primary cells 

are 1.5V. But the primary battery first are not rechargeable, so only 1 time use after full discharge, secondly their 

nominal voltage doesn’t maintain in such levels but it drops very fast from 1.5V. Which comparing with the 

NiCd or NiMH cells terminal voltage only changes a little as it fully discharges. In general, electronic devices 

are designed to operate with continues DC voltage in low range 0.9V to 1V makes them appropriate to work 
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with primary or secondary batteries as NiCd or NiMH where the steady 1.2V is enough to allow a normal 

operation within its nominal values.  

     NiCd and NiMH offers a wide range of charging rates, depending on how the cell was manufactured. The 

definition of charge rate stands for the percentage of the amp-hour capacity the battery is fed as a steady current 

over the duration of the charge. Beside the charge speed, depending on the case and application scenario, we 

might need more energy to be supplied to the battery than its actual or rated capacity. Without forgetting to 

account the energy loss during charging, with faster charges targeting the efficiency as well.  

     Regarding the electrochemistry composition of NiCd is based on few parts as a nickel oxide-hydroxide 

positive electrode plate, a cadmium negative electrode plate, a separator and an alkaline electrolyte (potassium 

hydroxide). NiCd batteries in most of the cases is composed by a metal case with a sealing plate incorporated 

with a self-sealing as a safety valve. Where the positive and negative electrode plates, are isolated from each 

other by the separator, which are rolled in a spiral shape inside the case. This design is known as the jelly-roll 

structure and allows a NiCd to deliver an improved and higher current than a regular size alkaline cell. Usually 

alkaline cells have a bobbin construction where the cell casing is filled with electrolyte and contains a graphite 

rod, which acts as the positive electrode. As a matter of fact, a small area of the electrode is in contact with the 

electrolyte, which makes the internal resistance for an equivalent sized alkaline cell to higher, and so the 

maximum current which can be delivered is limited. Below are the chemical reactions at the cadmium electrode 

during discharge: 

 

                                                           22 ( ) 2Cd OH Cd OH e− −+ → +             (2.1) 

 

Chemical reaction expressed at the nickel oxide electrode is: 

 

                                                2 22 ( ) 2 2 2 ( ) 2Ni OH H O e Ni OH OH− −+ + → +                     (2.2) 

 

During discharge the net reaction is: 

 

                                           2 2 22 ( ) 2 2 ( ) ( )NiO OH Cd H O Ni OH Cd OH+ + → +       (2.3) 

 

During charging, the reactions is the opposite of the above equations, from right to left. The alkaline electrolyte 

is not consumed in this reaction and therefore its specific gravity, which unlike from the Pb batteries, is not a 

guide to its SoC. 

Regarding the NiMH battery operation, also uses positive plates with nickel oxyhydroxide (NiOOH) as the active 

material and aqueous potassium hydroxide electrolyte which are usually added with lithium hydroxide for 

increased cathode charging efficiency [92]. The NiMH batteries differ from the NiCd in that the active material 

in the negative plate is a hydrogen absorbing intermetallic allow, where the metal alloys fall mainly into two 

classes (Shukla and Martha et al. 2001), [93]: 

 

a) the AB5 alloys, which combine a rare earth element that forms stable hydrides (lanthanum, cerium, 

neodymium, praseodymium, yttrium or their mixture) with Ni, which is sometimes doped with cobalt, aluminum, 

or tin 

b) the AB2 alloys, which are a combination of titanium, vanadium, or zirconium (A-site) with zirconium 

or nickel, modified with manganese, chromium, cobalt, vanadium, or iron (B-site) based on nickel commonly 

blended with titanium, vanadium, and zirconium. 
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While AB2 alloys yield higher energy storage densities, AB5 alloys can hold hydrogen better, thus lowering the 

self-discharge rate of the battery. AB5 alloys are also less expensive and easier to use (Hariprakash et al., 2009; 

Sakai et al., 1991; Shukla et al., 2001). 

 

     The equations which explains the charging/discharging process in positive and negative plates are shown as 

below: 

     Where at the positive plate 

 

        
2 2( )NiOOH H O e Ni OH OH− −+ + → +   ( 0.49 )E V=         (2.4) 

 

     At the negative plate: 

 

                  2MH OH M H O e− −+ → + +    ( 0.83 )E V= −            (2.5) 

 

In Fig. 2. 13 is shown the schematic of NiMH battery, for the charging/discharging process.  

 

 
Fig. 2.13. Schematic of a normal operation for NiMH battery [93]. 

 

     Regarding the overall cell reaction: 

 

                2( )NiOOH MH Ni OH M+ → +   ( 1.35 )V V=        (2.6) 

 

It must be clear that the electrolyte quantity or concentration does not go through any net change over 

charge/discharge cycles. In equations (2.4) and (2.5), water generated is part of a closed loop process from a 

creation and absorption cycle, where during charging is consumed and during discharging is processed. This is 

given as an advantage from the manufactures of the NiMH over NiCd, especially combined with its sealed 

construction [93]. 

     When it comes to Pb batteries, the path to the actual technology is quite long. It starts with early 1880s, 

when an improved Pb battery with high capacity and relatively simple technology of manufacture was created. 

This rapidly found various practical applications. In 1881, Gustave Trouve first use a Pb battery in his three-

wheeled electric automobile, reaching a speed of 12km/h. in 1886, the first submarine propelled by Pb batteries 

was launched in France. A Pb battery was mounted in a small dirigible balloon which was propelled at a speed 
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of 4m/s. In 1899, Camille Jenatzy reached a speed record of 109km/h with his cigar-shaped electric car powered 

with lead-acid batteries [87].  In 1881 Camille Alphonse Faure invented an improved version that consisted of a 

lead grid lattice, into which a lead oxide paste is pressed, forming a plate. This design was easier for mass 

produce since then. Later, an improved version started to use a gel electrolyte instead of a liquid allowing the 

battery to be used in different positions without leaking. In Fig. 2. 14 is shown a cutaway view of Pb battery cell. 

 

 

Fig. 2.14. Cutaway view of a Pb cell with its components [93]. 

 

Regarding the electrochemistry introduces interesting characteristics. In the discharged state the positive 

and negative become lead sulfate (PbSO4) and the electrolyte loses a considered amount of its dissolved sulfuric 

acid and which later primarily becomes water. The discharge process is driven by the pronounced reduction in 

energy when 2 H+ (hydrated protons) of the acid react with O2- ions of PbO2 in order to form the strong O-H 

bonds in H2O (ca- 880kJ per 18g of water.) [94]. This is a highly exergonic process which also compensates for 

the energetically unfavorable formation of Pb2+ ions or lead sulfate (PbSO4). Where in negative plate reaction 

is explained with the chemical reaction: 

4 4 2Pb HSO PbSO H e− + −+ → + +                               (2.7) 

The release of two conducting electrons gives the lead electrode a negative charge. During the process where 

electrons accumulate, they create an electric field which attracts hydrogen ions and repels sulfate ions, which 

leads to a double-layer near the surface. The hydrogen ions screen the charge electrode from the solution. This 

will limit further reaction. 

On the other hand, in the positive plate reaction is expressed by the following chemical equation: 

2 4 4 23 2 2PbO HSO H e PbSO H O− + −+ + + → +         (2.8) 

Including the advantages of the metallic conductivity of PbO2, the total reaction can be written as: 

                                           2 2 4 4 22 2 2Pb PbO H SO PbSO H O+ + → +   
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The net energy released per mol (207g) of Pb converted to PbSO4 is 400kJ, which is related to the formation of 

36g of water. The sum of the molecular masses of the reactants is 641.6 g/mol, where theoretically a cell can 

produce two faradays of charge, from 641.6g of reactants, or 82.8Ah per kg. In case of 2V cell, this is related to 

167Wh per kg of reactants, but in practice a Pb cell gives only (30-40) Wh per kg of battery, as a constrain due 

the fact of water mass and other constituent parts. In Tables 2.1 and 2.2 are shown the electrical properties of 

various batteries and their performances comparison [95,96]. 

 

Table 2.1. Electrical properties of various batteries [95,96] 

 

Table 2.2. Comparison of advantages and disadvantages of each battery type [95,96] 

 

2.3 Deterioration & Safety features 

For many years, and nickel-cadmium Ni-Cd had been the only suitable battery for portable equipment from 

wireless communications to mobile devices such as cellphone, accessories, laptop etc. Nickel-metal-hybrid Ni-

MH and Li-Ion emerged in the early 1990s, as best and reliable storage systems. Their competition was well 

known in the beginning, fighting nose-to-nose to gain customer’s attention and acceptance. Nowadays, Li-Ion 

is the fastest growing and most promising battery chemistry. Li-Ion is the lightest of all metal, has the greatest 

electrochemical potential and provides the largest energy density for weight. Attempts are constantly made to 

develop rechargeable lithium batteries failed due to safety problems. Because of the inherent instability of 

lithium metal, especially during charging, research shifted to a non-metallic lithium battery using lithium ions. 

Although slightly lower in energy density than lithium metal, Li-Ion is safe, provided certain precautions are 

met when charging and discharging. In 1991, the Sony Corporation commercialized the firs Li-Ion battery. The 

energy density of Li-Ion is typically twice that of the standard Ni-Cd. There is potential for higher energy 

densities. The load characteristics are reasonably good and behave similarly to Ni-Cd in terms of discharge. The 

high cell 3.6V to 4.1V and 4.2V allows battery pack designs with only one cell. Most of today’s mobile phones 
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run on single cell. A nickel-based pack would require three 1.2V cells connected in series. Should be mention 

that NiCd and NiMH cells maintain stable and steady value of 1.2V even near full discharge, but in some 

applications, this would be considered as a drawback, because it makes it difficult to detect when the battery 

charge is low. Lithium-ion is a low maintenance battery, an advantage that most other chemistries cannot claim. 

There is no memory and no scheduled cycling is required to prolong the battery's life. In addition, the self-

discharge is less than half compared to nickel-cadmium, making lithium-ion well suited for modern fuel gauge 

applications. Li-Ion cells cause little harm when disposed. Despite its overall advantages, lithium-ion has its 

drawbacks. It is fragile and requires a protection circuit to maintain safe operation. Built into each pack, the 

protection circuit limits the peak voltage of each cell during charge and prevents the cell voltage from dropping 

too low on discharge. In addition, the cell temperature is monitored to prevent temperature extremes. The 

maximum charge and discharge current on most packs are is limited to between 1C and 2C. With these 

precautions in place, the possibility of metallic lithium plating occurring due to overcharge is virtually eliminated. 

Another important concern with most of rechargeable batteries, especially for high current drain applications, is 

the aging process. For all the manufactures remain silent about this issue. Some capacity deterioration is 

noticeable after one year, whether the battery is in use or not. The battery frequently fails after two or three years. 

It should be clear that other chemistries also have age-related degenerative effects. Especially for Ni-MH if 

exposed to high ambient temperatures. At the same time, Li-Ion packs are known to have served for five years 

in some applications. Manufactures are constantly improving Li-Ion. New and enhanced chemical combinations 

are introduced every six months or so. With such rapid progress, it is difficult to assess how well the revised 

battery will age. Storage in a cool place slows the aging process of Li-Ion. Manufactures recommend storage 

temperatures of 15 ̊ C to 35 ̊ C. In addition, the battery should be partially charged during storage. The 

manufactures recommend a 40% charge. The most economical Li-Ion battery in terms of cost-to-energy ratio is 

the cylindrical 18650. Regarding the lithium-polymer differentiates itself form conventional battery systems in 

the type of electrolyte used. This electrolyte resembles a plastic-like film that does not conduct electricity but 

allows ion exchange. The polymer electrolyte replaces the traditional porous separator, which is soaked with 

electrolyte. The dry polymer design offers simplifications with respect to fabrication, ruggedness, safety and 

thin-profile geometry. With a cell thickness measuring as little as one millimeter, equipment designers are left 

to their own imagination in terms of form, shape and size. But the dry Lithium polymer suffers from poor 

conductivity the internal resistance is too high and cannot deliver the current bursts needed to power modern 

communication devices and spin up the hard drives of mobile computing equipment. Heating the cell to 60  ̊C 

and higher increases the conductivity, but it is not acceptable for portable applications. To compromise, some 

gelled electrolyte has been added. The commercial cells use a separator/electrolyte membrane prepared from the 

same traditional porous polyethylene or polypropylene separator filled with a polymer, which gets upon filling 

with the liquid electrolyte. Thus, the commercial Li-Ion polymer cells are very similar and materials to their 

electrolyte counter parts. No improvements in capacity gains are achieved - in fact, the capacity is slightly less 

than that of the standard lithium-ion battery. Lithium-ion-polymer finds its market niche in wafer-thin geometries, 

such as batteries for credit cards and other such applications [88]. More details are shown in Appendix, 8.1, 

Figs.A.7 and A.8 

For example, contamination from moisture and dust must be removed and eliminated during the assembly 

process. As a matter of fact, humidity is factor which affect the lifetime of the battery, speeding up the 

deterioration process. All the steps are carefully checked and under rigorous inspection in order to increase the 

mechanical, electrical and thermic protection of the battery. Finally, each cell is subjected to a specific aging 

process in order to select out cells with micro shorts and to categorize cells by capacity which will follow the 

assembling procedure into battery packs. This is a process designed to identify cells with internal cell faults and 

micro shorts which are detected during cell fabrication. 
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Another type of cell fabrication, which shows some differences in the manufacturing process and safety protocols. 

Few changes are made during manufacturing comparing with cylindrical cells, due to the opposed the 

geometrical composition. Where the prismatic cells use an aluminum cell case in order to decrease its weight, 

and an aluminum-laminated material is used in order to decrease the thickness of the battery based on standard 

(4.5mm or less). For the cylindrical cell, the negative electrode, tab is welded to the bottom of the can, in case 

of the prismatic cell with an aluminum case, the positive tab is welded to the aluminum case. For the prismatic 

cell, a top cap and a tab usually are laser-welded to the cell case. If previous processes are not carried out in a 

dry room, the cells are dried under vacuum, overnight or for 24 hours, in order to extract any water in the cells. 

 

 Another important type of procedure for researchers is the depth profile analysis of positive and negative 

electrode material after charge/discharge. When depth profile is performed, it is observed that the Li is segregated 

in an area size of about 30nm on the surface, as shown in Fig. 2.15 

 

 

Fig. 2.15. Depth profile analysis of positive electrode material, Li [89] 

A simple explanation is given in this thesis just to introduce to the readers about it, which is out of focus for this 

research.  

Regarding the NiMH or NiCd the ability for high current drain during discharging also during charging can 

affect the lifetime of the battery if the temperature is not maintained within the safety zone. In case of 1C ration 

which stands for 1-hour charging or discharging process of the battery, we might achieve a rough 85% SoC of 

the cell. But also, some specialized batteries can be charged within 10 to 15 minutes at a 4C or 6C charge rate, 

but it is very uncommon scenario. It greatly increases the risk of the cells to get overheated and as a consequence 

venting due to an internal overpressure condition. Where the cell’s temperature rises due to the relation with 

internal resistance value and the square of the charging rate. At a 4C rate, the correct amount of heat generated 

inside the cell can reach up to sixteen times higher than the value achieved at 1C rate. The main downside of 

such operation is the fast increase of internal impedance, which means a very fast deterioration of the battery, 

which in some scenarios might end with dangerous consequences as fire expose or explosions. In Fig 2. 16. is 

shown a comparison of discharge characteristics of NiCd and NiMH. The tests are taken from a NiCd and NiMH 

cylindrical cells at 20 ̊ C, where the cell height =42mm, cell diameter=16.5mm, charging ratio of 1C, discharging 

ratio of 0.2C 
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. 

Fig. 2.16. Comparison of discharge characteristics [91] 

 

The safe temperature range during high current operation is recommended by the manufacturer, should be in the 

range between -20 ̊ C to 45 ̊ C. During charging, the battery temperature usually is low, around the same as the 

ambient temperature, but as the battery nears full charge the temperature will rise to 45–50 °C. Some battery 

chargers which detect this temperature, increase to cut-off charging and prevent over-charging effect.  

 

     Another drawback of the NiMH and NiCd batteries is the self-discharge effect and memory effect, which 

makes the self-discharge where are not during charging/discharging process, approximately 10% per month at 

20 ̊ C, and up to 20 % discharge per month in case of higher temperature.  

     It is possible and recommended by the manufacturer, to perform a trickle charge at current levels just high 

enough to offset this discharge rate; in order to keep a battery fully charged. However, if the battery is going to 

be stored unused for a long period of time, it should be discharged down to at most 43% of capacity. It is common 

among researchers and manufacturers to recommend a fully discharging and even short-circuiting once it’s fully 

discharged. 

Sealed Ni–Cd cells consist of a pressure vessel that is supposed to contain any generation of oxygen and 

hydrogen gases until they can recombine back to water. Such generation typically occurs during rapid charge 

and discharge, and exceedingly at overcharge condition. It should be aware that in case the pressure exceeds the 

limit of the safety valve, water in the form of gas is lost. Since the vessel is designed to contain an exact amount 

of electrolyte this loss will rapidly affect the capacity of the cell and its ability to receive and deliver current. In 

order to detect and evaluate all conditions of overcharge demands, are required better and improved 

sophistication techniques from the charging circuit, where in case of a cheap charger an eventual damage it’s 

normal to be occurred, even on the best quality cells.  

2.4 Re-used secondary batteries and their applications 

At the end of twentieth century, due to the fast increase of petroleum consumption in worldwide level, the 

first symptoms of a petrol crisis immediately appeared. The first to react to such a crisis, where the automobile 

manufacturers which decided to reduce petrol consumption by combining an electrical engine with an internal 

combustion engine to propel the vehicle. The hybrid electric vehicle (HEV), and depending on the level of 

involvement of the electric motor in the propulsion of the vehicle (battery as input source) several types of HEVs 

have been developed. Below are listed the types: 

a) Full HEVs. In this case of automobile, the electric battery system is used mainly when the internal 

combustion engine works at a low efficiency and when high power is demanded. The battery is partially 

discharge during operation of the electric motor and recharged by the internal combustion engine. 

Another important process which helps with the charging process is the regenerative braking. As a 
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standard the electric systems operates at over 200V. from the actual data retrieved from the 

manufacturers, only by implementing this electric motor operation the fuel consumption is reduced 38% 

to 42% in some specific car models it can reach up to 45% fuel reduction. 

b) Mild HEVs. The electric system is used mainly during the acceleration phase and for starting the vehicle. 

Regenerative charging of the battery when the vehicle decelerates or stops is essential for reducing the 

fuel consumption.  The electric system in mild HEVs operates between 100V & 200V and the fuel 

consumption reduction in the range 14% to 19% depending on the driving mode. 

c) Micro HEVs. This type uses the so-called start-stop system which turns off the engine when the car 

stops and the battery takes over the electric supply used for all accessories. It is confirmed that during 

urban driving mode, it can reduce the fuel consumption about 7%. 

d) Plug HEVs. In this hybrid vehicle version, the main power supply is used to charge the battery. This 

system support both approaches that one of a full electric vehicles, and the conventional automobile 

powered by an internal combustion engine.  

The full electric vehicles are driven by electric motors only, are powered only by one type of source which 

is the battery pack and it can be recharge from an external electric power source. For a long time, NiMH batteries 

where the main energy type to feed to instantaneous and high-power demand for application in full HEVs. 

Development to make the Li-Ion as the main suitable energy source for the HEV market in terms of cost as well, 

are made and introduce already as a convenient cost-performance option. Fig.2.17 shows the required energy 

and power for various types of HEVs.  

 

Fig. 2.17. Energy and power demands on batteries for various types of HEVs [96] 

However, the Pb battery face a big problem due to the deterioration effect and mostly related with the 

negative plates such as: 

a) The negative cannot receive high current which are generated on regenerative breaking, 

b) Due to the partial SoC operation, it helps to a rapid sulfation of the negative plates. 

As a matter of fact, batteries in conventional cars and micro HEVs operate at over 90% SoC with up to 5% 

DoD. Due to these high SoC levels, the negative plates do not suffer from sulfation. Batteries in mild HEV 

duties, can operate in different scenario, 70% to 90%, or 75% to 90% or even 65% to 90%. Based on these 

ranges, the negative plates undergo slow sulfation and it is required a special operation is needed to reverse this 

process. The heaviest operation is in case of full HEV batteries. Batteries in these applications operate within 

the (30-80) % SoC region, which facilitates rapid sulfation of the negative plates. These processes make Pb not 

good for the above mentioned HEV modes. 
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3. Artificial Neural Network (ANN) Logic 
3.1 State of art 

Artificial Neural Network (ANN) is the definition of the Machine Learning (ML) branch of artificial 

intelligence (AI) research which aims to simulate intelligent behavior by mimicking the way of biological neural 

networks work. It is the target of AI methods to focus on better quality of reproducing human intelligence. The 

focus of ANN is to imitate the same path that human does for resolving different problems [97]. It is known the 

“difficult age” in few decades of the ANN time path, before they reach the actual credibility and quality. Once 

classified as an eccentric and unpromising algorithm for the analysis of scientific data, the ANN has been 

improved in flash speed this last decade, into a powerful computational tool. Nowadays it can be used in all areas 

of science. ML in general definition is expressed as a computational method using “experience” to improve 

performance or to make accurate predictions. Where the experience refers to the past information available to 

the learner, which typically takes the form of electronic data collected, and it’s made available for analysis. The 

nature of data could be so different, reach in diversity, complexity and behavior in form of digitized human-

labeled training sets, or other types of information obtained via interaction with the environment. But how the 

data are retrieved, how they are analyzed, how to define the level of quality and size and amount of info. As 

matter of fact ML consists of designing efficient and accurate prediction algorithms. Also, some critical measures 

of the quality of these algorithms are their time and space complexity. But, in ML we will need additionally a 

notion of sample complexity to evaluate the sample size required for the algorithm. From the theoretical learning 

guarantees for an algorithm depend on the complexity of the concept classes considered and the size of the 

training sample. 

The success of a learning algorithm depends on the data used, ML is inherently related to data analysis and 

statistics. Where the learning techniques are data-driven methods combining fundamental concepts in computer 

science with approach from probability, statistics, optimization. The key characteristics of an (ANN), is its ability 

to learn. In case that a specific mathematical model is already known and possible can describe a data, in this 

case ANN is unlikely to be needed, but when the logical function and rules are known only partially, or not at 

all, then it is possible from ANN to discover interesting relationships due to its ability to rambles in between and 

through the databases. NN are able to learn complex behavior and have impressive ability to adapt, even in case 

of a brief study they can show the ability to complete a wide genre of tasks. Where the most characteristic 

property of ANN’s is their ability to discern patterns. However, despite the fact that this method shows interesting 

abilities, the main notable drawback is the “black box” solvers. The so known “rule discovery networks” which 

can identify and report the rules which underlie a data set, but still somehow is way from being a routine 

laboratory tool.  

Learning algorithms have been successfully deployed in a variety of applications, as listed below: 

a) Speech recognition, speech synthesis, speaker verification, 

b) Computer vision tasks, e.g., image recognition, face detection, 

c) Optical character recognition (OCR), 

d) Natural language processing, part of speech tagging, 

e) Computational biology applications, e.g., protein function, medicine testing structure or structured 

prediction, 

f) Text or document classification, e.g., spam detection, 

g) Fraud detection (credit card, telephone) and network intrusion, 
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h) Unassisted vehicle control (robots, navigation), 

i) Games, e.g., chess, backgammon, 

j) Medical diagnosis, 

k) Classification, systems optimization, generalization, detection of faults and assisted-decision making 

approach, 

l) Recommendation systems, search engines, information extraction systems. 

 

Should be clear that the mentioned point above are not the only possible field of application. This list is by 

no means comprehensive, and learning algorithms are applied to new applications every day. 

Classification: Assign a category to each item. For example, document classification may assign items with 

categories such as politics, business, sports, or weather while image classification may assign items with 

categories such as landscape, por- trait, or animal. The number of categories in such tasks is often relatively 

small, but can be large in some difficult tasks and even unbounded as in OCR, text classification, or speech 

recognition.  

Regression: Predict a real value for each item. Examples of regression include prediction of stock values or 

variations of economic variables. In this problem, the penalty for an incorrect prediction depends on the 

magnitude of the difference between the true and predicted values, in contrast with the classification problem, 

where there is typically no notion of closeness between various categories.  

Ranking: Order items according to some criterion. Web search, e.g., returning web pages relevant to a 

search query, is the canonical ranking example. Many other similar ranking problems arise in the context of the 

design of information extraction or natural language processing systems. 

Clustering: Partition items into homogeneous regions. Clustering is often performed to analyze very large 

data sets. For example, in the context of social network analysis, clustering algorithms attempt to identify 

“communities” within large groups of people. 

Dimensionality reduction or manifold learning: Transform an initial representation of items into a lower-

dimensional representation of these items while preserving some properties of the initial representation. A 

common example involves preprocessing digital images in computer vision tasks. 

  

3.2 Neuron Model and Network Architectures 

The general composition of neural networks (NN) is based on simple elements which operates in parallel. 

Which, as was mentioned previously these elements are inspired by biological nervous systems. The network 

function is explicitly determined largely from the level and quality of this connections between elements. The 

NN itself must be trained in order to perform a specific function or task through the process of adjusting the 

values of the connections, called as “weights” between elements. Naturally the NN are in constant process of 

changes, adaptation, adjusted or trained so that specific input can be correctly connected with the output based 

on the “black box” approach or logic.  
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Fig. 3.1. Simple diagram of ANN model based on supervised learning  

 

Batch training of the NN progress from the changes of weight and bias values based on an entire set of input 

vectors. A continues process of trainings changes the value of weights and biases or known as the coefficients, 

as a need of presentation for each specific input vector. The continues or aggressive training is referred with the 

name adaptive or on-line training model. The main goal and ability of NN is the training process which makes 

it useful to resolve problems which are difficult for conventional computers or human beings. 

The neuron model and the structure of the NN describe how a network transforms its relation between input 

and output. This configuration can be viewed as a computation. This relation can be names as a computation. 

Based on the model and structure of each NN it possible to express its quality and limitations on what this 

specific NN can compute. It is necessary to explain the basic components which create the Neuron Model. A 

neuron with a single scalar input with or without is shown in Fig.3.2. 

 

 

Fig. 3.2. Simple Neuron model  

 

 The scalar input p is transmitted through a connection which increase its strength by the scalar weight w, to 

form another scalar output wp. In this case the weighted input wp is the only argument of the transfer function f, 

which gives the scalar output a. The neuron on the right has a scalar bias, b, which is generally is conceptualize 

as simply being included to product wp as described by the summing junction or by shifting the function f to the 

left side by a value b. It should be clear that bias is almost like a weight, but it has a constant input of 1. The 

transfer function net input n, again a scalar, is the sum of the weighted input wp and the bias b, where this sum 

is the argument of the transfer function f. Specifically w and b are variable scalar parameter which can be adjusted 

in order to make the NN to work better. Also based on the goal or job, the weight and bias parameters are adjusted 

to meet the best performance and expectations. It should be clear that the bias b is variable parameters of the 

neuron. It not known as input, but the constant 1 which relates the bias as an input and it should be recognized 

as such, in case the linear dependence of input vectors is considered in the model. 
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                   a) Hard-limit                               b) Linear (pureline)                          c) Log-sigmoid 

Fig. 3.3. Main Transfer Functions  

The hard-limit transfer function shows the limits of the output for the neuron, for two values 0 or 1, in our 

case as shown above in Fig.3.3a. Usually this function is useful to create NN which focused in classification 

decisions.  Also, in Fig.3.3b is shown the linear transfer function, which is helpful in linearization and 

simplification problems, when the reduce of the mathematical order is required. Regarding the Log-Sigmoid 

transfer function is generally used in backpropagation NN, due to the fact that this function is differentiable. 

                                                        

Fig. 3.4. Main Transfer Functions 

A neuron with a single R-element input vector is shown below. Where the individual element inputs are 

expressed as p1, p2,.…, pR and are multiplied by weights w1,1, w1,2, … w1, R. The parameter R represents the 

number of elements in input vector. The weighted values are inserted to the summing junction. This product of 

sum is expressed by Wp, as a result of the matrix W and the vector p. The neuron has a bias b, which is summed 

with the weighted inputs to form the net input n. The n which express the sum, is the argument of the transfer 

function f, expressed as below: 

1,1 1 1,2 2 1,.... R Rn w p w p w p b= + + + +           (3.1) 

 

   Fig. 3.5. Single Neuron Structure  

 

In this case the input vector p is expressed by the vertical bar (black). The dimensions of p are expressed by the 

Rx1. The input of the function f is n, and the sum of the bias b and the product Wp. As well this figure shows the 
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composition of a layer for the NN, where it includes the combination of the weights, the multiplication and 

summing function, transfer function and bias b. Always the size of the matrices will be shown every time a 

specific abbreviated network notation is used. By combining two or more neurons together in order to create a 

layer, and it is possible to make NN which contains one or more layers at the same time. A one-layer network 

composed by R input elements and S neurons, and each element of the input vector p is connected to each neuron 

input through the weight matrix W. The ith neuron has a summer that gathers its weighted inputs and bias to 

form its own scalar output n(i). Different n(i) are collected and they introduce the S-element network with input 

vector composed by n. Finally, the output of this neuron layer forms the column vector a.  

In Fig. 3.6 is shown a single layer of neurons structure. In the left side is the theoretical one and the right side a 

real one made by the author. Where R represents the number of elements in input vector, and S the number of 

neurons in layer. Should be clear that the number of inputs for each layer can be different from the number of 

neurons.  

As well it is possible to create a single layer of neurons based on different transfer functions, where the two 

networks will be connected in parallel for a normal operation. 
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                               a) Theoretical Structure                       b) Proposed NN structure by the author 

   Fig. 3.6. A Single-Layer of Neurons Structure  

 

The weight matrix W is composed as below and it’s used as input vector for the network  
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Fig. 3.7. A three layers of Neurons structure 

 

 
Fig. 3.8. A three layers of Neurons based on abbreviated model 

Rosenblatt created few variations of the perceptron. One of the simplest models was based on a single-layer 

network whose weights and biases could be trained to produce a correct target vector when presented with the 

related input vector [99]. This training technique is named the perceptron learning rule. Perceptrons in most 

cases are suitable for simple problems in pattern classification. They’re recognized for abilities as being fast, 

reliable and in addition they can be used for more complex networks based on the understanding level of the 

perceptron. A perceptron neuron, which uses the hard-limit transfer function hardlim, is expressed as below: 

 

Fig. 3.9. A three layers of Neurons based on abbreviated model [98] 
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Where R is equal with the number of elements in input vector. Specifically, each external input is evaluated 

with an appropriate weight wij, and the total sum of the inputs is sent to the hard-limit transfer function. Also, it 

has an input of 1 sent to this sum through the bias, which as mentioned before from the hard-limit transfer 

function, where returns a 0 or a 1, as shown in Fig. 3.3a. The perceptron neuron produces a 1 if the net input into 

the transfer function is equal to or greater than 0; otherwise it gives a 0 logic. Due to the hard-limit transfer 

function which gives to the perceptron the ability to classify input vectors grouping and dividing the input “pool” 

into two regions. Specifically, outputs will be evaluated with the value of 0 in case that the net input n is less 

than 0, otherwise it will be evaluated with 1 if the net input n is 0 or greater. The input “pool” or space of a two-

input based on hard limit function of the neuron is shown as in Fig. 3.10. 

 

 

Fig. 3.10. Two classifications regions based on hard limit neuron 

The two classification regions are formed based on the rule “decision boundary” line L at Wp+b=0, where 

w1,1=-1 , w1,2=+1  and b=+1. Input vectors below and to the right of the line L deduce the neuron to output 0, and 

the opposite for the input vectors above and to the left of the line L will results the hard limit neuron to output 

1.  

In general, hard-limit neurons without a bias will have a classification patterns going through the origin [98]. 

By adding the bias, allows to the neuron to solve problems where the two sets of input vectors are not located 

from different sides of the origin. The bias allows the decision boundary to be shifted away from the origin. A 

simple example was done by the author, based on MATLAB R2019a, in order to give a practical approach to 

this model. Where in the left side of Fig.3.11 is shown the Neural Network Design, for the decision boundaries, 

where after the first training the weight are evaluated and the boundary should be moved forward on the right 

up corner, which correctly can divide white and black circles. On the right side it shown the boundary, which 

correctly divide the two different circles (based on the color criteria for this specific case), also the values of the 

weights and bias are now changed from the previous moment as shown in the left side. 
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                a) Before optimizing the boundary              b) after optimizing the boundary  

Fig. 3.11. NN model for the decision boundaries net 

 

Fig. 3.12 shows an example of Perceptron Classification model through Neural Network Design, computed 

as well in MATLAB R2019a. This is a simple model where the author wanted to give example for 3D pattern 

classification which is based on three criteria as texture, shape and weight of the fruit. This classification can be 

used by the farmer or delivery company before they are sent to the supermarket or grocery shop, which helps 

not only to reduce the time of classification of products by as well to make another classification inside the same 

group. This can be used as quality classification. 

 

 
Fig. 3.12. NN model based on the perceptron classification net 
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3.3 Machine learning Algorithm    
There are different definitions and terminology regarding the evaluation of ML algorithms in practice. Spam, 

fault and error detection is the main problem of learning to an automatically classification for our goal or to 

resolve our problem. 

Examples: Items or non-continuous, instantaneous data used for learning or evaluation. These examples 

will be used for our learning process and finally for the testing. 

Features: The set of attributes, which often represented as a vector, it is associated to specific or bunch of 

examples. In the case of email messages, some relevant features may include the length of the message, the name 

of the sender, various characteristics of the header and the same time the presence of specific keywords. 

Labels: Values or categories assigned to examples. In classification problems, examples are assigned for 

specific categories, for instance, third input data or noisy information. Usually these items are as real-valued 

labels. 

Training sample: Examples used to train a learning algorithm, these training examples regarded for each 

specific problem which we would like to relate it with. The training sample varies for different learning scenarios, 

which will help in the final step for a better generalization of the problem.  

Validation sample: It is quite important the existence of such samples, which directly are used to tune the 

parameters of a learning algorithm, especially when working with labeled data. 

Testing samples: Examples used to evaluate the performance of a learning algorithm. The test sample is 

separated from the training and validation data and is not made available in the learning stage. In this stage the 

test sample consists of a collection information or examples which the learning algorithm must predict labels 

based on features. These predictions are then compared with the labels of the test sample to evaluate the 

performance or accuracy of the algorithm.  

Error or Loss function: It is a function which measures the difference, or loss, between a predicted label 

and a true label. Relating the set of all labels as ϕ and the set of possible predictions as ϕ’, a loss function M is a 

mapping M: ϕ x ϕ’→ R+. Where in most of cases, ϕ=ϕ’ and the loss function is bounded, but these conditions 

are not always hold. Natural examples of such loss function includes the zero-one (or misclassification) loss 

defined over {-1,+1} x {-1,+1} by M (ϕ, ϕ’) = 1 ϕ= ϕ’ and the squared loss defined over  L x L by M (ϕ, ϕ’)= (ϕ, 

ϕ’)2, where L  R, which is typically a bounded interval. 

Hypothesis set: A set of functions mapping features (feature vectors) to the set of labels ϕ. In case of fault 

detection scenario, these may be a set of functions mapping the problem to ϕ={fault, non-fault}. More generally, 

hypothesis may be functions mapping features to a different set ϕ’. Of course, there can be some linear functions 

which do the mapping of the problem feature vectors to a real number interpreted as scores (ϕ’=R), with higher 

score values more indicative of “fault” than lower ones. 

In practical cases, the amount of labeled data available is often too small to set aside a validation sample 

since that would leave an insufficient amount of training data. As opposite way, an adaptive method known as 

n-fold cross validation is generally used to extract the labeled data for model selection and for training as well 

[98]. Let θ denote the vector of free parameters of the algorithm. For a fixed value of θ, the method consists of 

first randomly partitioning a given sample S of m labeled examples into n subsamples, or folds. The ith fold is 

thus a labeled sample ((xi1, yi1), ..., (ximi , yimi )) of size mi. Then, for any i ∈ [1, n], the learning algorithm is 

trained on all but the ith fold to generate a hypothesis hi, and the performance of hi is tested on the ith fold. The 
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parameter value θ is evaluated based on the average error of the hypotheses hi, which is called the cross-

validation error.  

This quantity is denoted by CVR (θ) and defined by 
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In general machine learning applications, n is typically set from 5 to 10, n-fold cross validation is used as 

follows in model selection. The full labeled data is first split into a training and a test sample. The training sample 

of size m is then used to compute the n-fold cross-validation error for a small number of possible values of θ. 

Where θ is next set to the value θ0 for which cross validation error is smallest and the algorithm is trained with 

the parameter setting θ0 over the full training sample of size m. Its performance is evaluated on the test sample 

as already described in the previous section. The special case of n-fold cross validation where n=m is called 

leave-one-out cross-validation, due to the fact that each iteration exactly one instance is left out of the training 

sample. As shown in [100], the average leave-one-out error is an approximately “unbiased” estimate of the 

average error of an algorithm and can be used to derive simple guarantees for some algorithms. Which in general, 

the leave-one-out error introduce a highly cost to compute, since it requires training n times on samples of size 

m-1, but in case of some specific algorithms it admits a very efficient computation. Often n-fold cross validation 

is also used for performance evaluation. In this case, for a fixed parameter setting θ, the full labeled sample is 

divided into n random folds with no distinction between training and test samples. The performance reported is 

the n-fold cross-validation on the full sample as well as the standard deviation of the errors measured on each 

fold. 

     The main scenarios to describe ML are few and different, in terms of difference in the types of training 

data available to the learner, methodology and the order by which training data is received and the test data used 

to evaluate the learning algorithm. These scenarios are listed as below 

Supervised learning (SL): The so called “learner” receives a set of labeled examples as training data and 

makes predictions for all unseen points. This is the most common scenario associated with classification, 

regression, and ranking problems. The SL focuses on the task of learning function that correlate an input to an 

output based on example input-output pairs [101]. 

Unsupervised learning (UL): Is a term used for Hebbian learning, which is one of learning methods without 

teachers, and also is known as self-organization [102, 103]. The main application of UL is in the field of density 

estimation in statistics or probabilistic features. The learner receives unlabeled training data, and makes 

predictions for all unseen points. Since in general no labeled example is available in this specific field, it can be 

difficult to quantitatively evaluate the performance of a learner. Clustering and dimensionality reduction are 

example of UL problems. 

Semi-Supervised learning (SSL): In this case the learner receives a training sample consisting of both 

labeled and unlabeled data, making predictions for all unseen points. SSL is a common in the case where 

unlabeled data is easily accessible but labels are costly to obtain. The wide range and diversity of problems 

introduced in applications, including classification, regression or ranking tasks, which are grouped as part of 

SSL. The possibility that the distribution of unlabeled data accessible to the learner, which helps to obtain a 

better performance than in the SL case.  
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Transductive inference (TI): For this setting the learner receives a labeled training sample and a set of 

unlabeled test points at the same time, similar as in the SSL case. However, the goal of the TI is to predict labels 

only for these particular test points. TI seems to be an easier task and matches the opportunity to be used in a 

wide application. But as in the SSL, the assumption under which a better performance can be achieved in this 

setting. 

On-line learning (OL): In this case, comparing form the other models, the OL includes few rounds of 

training and testing phases which are intermixed. In each specific round, the learner receives an unlabeled 

training point, making predictions, receiving correct label, and incurs loss. The main target and goal of the OL 

case is to minimize the cumulative loss over all rounds. Differently from the previous settings, during OL it is 

not possible to accept distributional assumption. 

Reinforcement learning (RL):  The training and testing phases are also intermixed in RL. This method is 

different from the previous approach. The RL is based on an agent which learns how to behave in an environment 

by performing actions and seeing the results, for each action it received a reward. The RL requires clever 

exploration tools. Randomly selecting actions without reference to an estimated probability distribution shows 

poor performance. [100]. In order to collect information, the learner actively interacts with the environment and 

in some cases affects the environment, and receives immediately a reward for each specific action. The main 

goal of the learner in case of RL is to maximize his reward over a course of actions and iterations with the 

environment. But still, no long-term reward feedback is provided by the environment, and the learner is faced 

with the exploration versus exploitation [100]. The learner must choose between exploring unknown actions to 

gain more information versus exploiting the information already collected. Advanced algorithm utilizes dynamic 

programming techniques as explained in [104-106]. 

Active learning (AL): The learner adaptively or interactively collects training examples of data, which are 

typically by querying an oracle to request labels for new points. The objective in AL is to achieve a performance 

which is comparable based on the standards of SL case. But with fewer labeled examples. AL is often used in 

applications where labels are expensive to obtain. 

Regarding the fundamental and mathematically algorithms, which discusses the depth of theoretical 

foundations and the same time their practical applications. The specified topics includes a wide and rich 

approaches which are suitable for different type of problems. Main models of algorithms are listed as below: 

 

a) Support vector machines (SVM), margin theory model, 

b) Probably approximately correct, (PAC) learning framework, learning guarantees for finite hypothesis 

sets, 

c) Vapnik-Chervonenkis (VC) dimension [Hypothesis space H defined over instance space x is the size of 

the largest finite subset of x shattered by H. If arbitrarily large finite sets of x can be shattered by H, 

then VC(H)], Rademacher complexity, 

d) Kernel methods, rational Kernels, positive definite symmetric kernels, representor theorem,  

e) Boosting, analyzing of empirical error, generalization error, margin bounds, 
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f) OL, mistake bounds, the weighted majority algorithm, the exponential weighted average algorithm, the 

Winnow and Perceptron algorithms, 

g) Ranking algorithm, ranking with SVMs, Rank Boost, bipartite ranking, 

h) The multi-class SVMs, multi-class classification, multi-class boosting, one-versus-all, one versus-one, 

error correction methods, 

i) Kernel ridge regression, support vector regression, linear regression, 

j) Applications to classification and regression, Stability-based analysis, 

k) Principal component analysis (PCA), kernel PCA, Johnson-Lindenstrauss Lemma, Dimensionality 

reduction, applications to classification and regression, 

l) Learning automata and languages, 

m) RL, Markov decision processes, planning and learning problems, 

 

3.4 Applications  

As already explained ANNs have an inherent ability to model nonlinear systems. Since there are many 

scientific nonlinear and complex relationships, it is considerable and valuable advantage for the ANN’s users. 

In [97] it is explained and shown the QSARs (quantitative structure-activity relationships) and QSPRs 

(quantitative structure-property relationships) have been used to quantitatively link molecular properties, such 

as dipole moment or shape, to a biological and other types of activity, but there is little theoretical justification 

for the view that linear models are the most effective. It has been proven to be a productive field for the nonlinear 

abilities of networks. As already proposed a new QSAR model for use in environmental applications [107], in 

which residuals from a linear regression equation on the water/octanol partition coefficients are modeled using 

ANN which takes molecular descriptors as input. Cartwright [108] used self-organizing maps to investigate the 

relationship between structure and biodegradability in PCBs (polychlorinated biphenyls), which are important 

environmental pollutants. After this, Zitko in [109] with a similar aim. A comparison between experimental and 

predicted biodegradability, an error within the range of 25% was achieved in most of the cases. This concluded 

the fact that the results of the biodegradability of disubstituted PCBs was more likely to be more challenging 

than that of other types of PCB.  

In self-organizing maps, an injudicious choice of map size can seriously reduce the effectiveness of the 

algorithm. As already a considerable number of methods exist already [97], in which the algorithm locates its 

own optimum size. For the “growing grid” method, rows or columns are added as the calculation proceeds [110], 

and for the “incremental grid growing” new nodes are generated at the boundaries of the map [111], where this 

latter procedure can direct to disjoint networks in which the network fragments into several separate grids. In 

the “growing neural gas algorithm” [112]. It is known in the earliest applications of growing networks structure, 

Walker, Cross, and Harrison [113], where used for visualization of biomedical data that linked patient age and 

ten between positive and negative posterior probabilities for breast cancer cases. From their work they showed 

a convincing division between positive and negative posterior probabilities for breast cancer cases. For growing 

cell structure (GCS) method was first introduced with a primitive model as triangular network: where during 

training it is possible to remove or add nodes [114]. Sammon’s mapping has been applied to the assessment of 

similar data sets, Wu and Yen in [115] compared this technique to GCS and showed a good separation of data 
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derived from the chemical abstracts from research papers related with polymer cements.  Fonseca’s group [116] 

investigated the use of self-organizing maps in the identification of crude oils, with next work from Cartwright 

[117]. In Cartwright research, neural networks were used to identify degraded oil spills. Fonseca’s group used 

GC-MS data to assess a data set containing 188 samples; where the trained structure of the network was capable 

to identify roughly two thirds of samples available within the test set. Zhang and coauthors [118] investigated a 

problem common to many spectroscopic techniques, that of overlapping spectral features. A wide range of 

methods exists to tackle such problems, including neural networks. But any type of procedure that relies on 

learning must be applied with care. It is known that the quantity of data specifying each spectrum gives rise to 

the possibility of overfitting in trained methods [119]. Zhang’s group investigated three types of networks in the 

quantification of overlapped peaks in micellar electro-kinetic capillary chromatography [97]. They assessed 

spectra first simplified by a PCA pre-analysis and were applied the method to mixtures of vitamin B1 and 

diazolium, whose UV absorption spectra are very similar. This is a similar earlier investigation into the use of 

ANN’s in chromatography [97,1120,121,122].  

A number of groups investigated the applicability of ANNs to the study of fuels and prediction of their 

properties. Most fuels are mixtures of many components in varying proportions, respectively to a wide range of 

properties. In [123] applied ANNs to the prediction of the cetane number of different components in diesel fuels. 

Many experiments are made to predict the octane number of fuels using networks [124] have been built upon by 

various researchers including Basu [125], which used ANNs to analyze data from NMR, LC, and GCMS 

experiments. Several reviews provide an overview of the application of neural networks to the life sciences and 

medicine. Pylosysis has used ANN in order to identify bacterial strains of industrial importance [126]. But a fast 

increase of usage in the analysis if food and drink or online monitoring of its quality. As example is the study in 

[127], where the authors combined multiple regression analysis with ANNs to determine the relation between 

phenolic composition and antioxidant activity, a specific topic which was studied in [128, 129]. 

Considering the well-known ability to handle non-linearity as confirmed in different fields, it was a great 

opportunity for the authors of this thesis to focus and try to utilize these characteristics in order to progress in 

the investigation of rechargeable battery’s behavior. Trying to learn and to explain the physical meaning behind 

any results or unknown behaviors, investigating the deterioration of the Li-Ion, Ni-MH and Pb in order to define 

an accurate online State of Health (SoH). This approach to attempt an online investigation and estimation of the 

battery deterioration, can directly help to decrease the overall amount of cost related with the maintenance. By 

introducing an accurate and reliable online SoH of the battery cell/pack it possible for a continues operation, 

which doesn’t stop the normal operation due to a diagnosis process. An online State of Charge (SoC) of the 

battery was investigated in order to compete with actual methods and technology, where this method could help 

to increase the credibility of the proposed method. But it necessary to understand and explain the characteristics 

of the internal impedance (IZ). Many researchers by using conventional methods have shown their results of the 

estimated parameters of the equivalent circuit model. But all of them cannot explain the high level of non-

linearity, cannot avoid problems related from the conventional mathematical models which accumulates error 

due to the elevated order of the ECM, initial SoC value, etc. The author of this research have decided that for 

the elevated non-linearity is necessary to utilize acceptable non-linear approach, as ANN. 
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4. State of Charge (SoC) Estimation and Evaluation 
4.1 State of art 

State of charge (SoC) is a key indicator of the battery capacity. Nowadays this is an interesting and open 

research as well an important engineering problem. As a matter of fact, a problem is remained unsolved due to 

lack of understanding of the fundamentals physics, due to weak mathematical framework, or due to technology 

limitation at that time. However, in case of SoC estimation it remains unsolved due to an additional and 

completely different reason that makes this an exciting area of research. The SoC parameter is not a measurable 

quantity unlike other variable like temperature or concentration. Also estimated SoC as a quantity is not clearly 

defined either. The most used method as a state of art, it is computed by Coulomb counting. This pertains to 

measuring the current at every time step, and. And integrating over time. This quantity is the net capacity the 

cell has lost during the particular operation and by subtracting the form the total capacity, the available capacity 

or SoC is estimated. In order to know the total capacity of the tank, which in our case example is the battery 

capacity, it can be measured by outflow of the electron over a period of time. But this method has some 

drawbacks. To start list, firstly is the matter of initial capacity which can be known if the cell is fully charged or 

discharged. But in case that the battery cell is taken and used through random situation, the initial capacity may 

not be known accurately. In addition, the error is accumulated as time passes during time, as matter of fact 

because this method is based on integration of the function during time. Additionally, many conditions like 

temperature affect the maximum cell capacity, also humidity, and quality of the chemical material which 

compose the battery. These variables also directly affect the lifetime of the battery. In case that the battery cell 

goes into non-isothermal operation, the maximum capacity keeps shifting from the correct value making this 

method problematic. Without forgetting the fact that current sensors can be inaccurate, and operational issues as 

sensitivity of measurement errors make this estimation method unreliable. On the other hand, an alternative 

method is to compute from the cell voltage itself. Another method is the Open Circuit Voltage (OCV) of an 

electrode, which is a unique function of SoC. Electrochemically speaking, the OCV of an electrode is a function 

of the Lithium concentration in the electrode. So, the task of computing SoC is resulted to a reverse engineering 

from the information of cell voltage with the known OCV-SoC relationship. The OCV is defined as the cell 

voltage at equilibrium. However, while is being used on board, the system is far from equilibrium. So, in the end 

a mathematical model that gives out the OCV from measured voltage and current signals becomes necessary to 

develop. In order to obtain OCV from the cell voltage, effect of all transport processes have to be removed. This 

process includes some method of model inversion and comes with the usual complications..  

4.2 Conventional methods 

Development of reliable and efficient energy storage system is one of aggressive challenges for the industrial 

applications particularly in smart grids and automobile applications as electric vehicles (EVs). Lithium-Ion 

Batteries (LIBs) are the most used type of batteries due to their high energy and power density, high efficiency, 

high open-circuit voltage (OCV), wide range of temperature operating and long-term usage [130]. The 

importance of rechargeable batteries nowadays is increasing in the portable electronic devices, solar energy 

industries and in the development of electric vehicles (EVs). The upcoming Electric Vehicle (EV) and Hybrid 

Electric Vehicle (HEV) are becoming the most important technology in transportation, because of their 

environmental affinity and increasing driving autonomy. The battery performance directly influences their total 

performances and efficiency of the Battery Management System (BMS) with power controller for this kind of 

vehicles. The improvement of the energy storage system as well as interest to further advance of the battery 

technology is one of the main purposes of the researchers of this field. The rechargeable batteries have a crucial 

role in the storage system, especially in the mobile equipment, because the period of its usage and the flexibility 

of its function are determined by the battery [131-133]. One of the main challenges is the SoC, which expresses 

the amount of energy available in the battery. Many models have been developed for the estimation of the SoC, 

and some have good points and bad points. The typical methods to estimate the SOC can be summarized in two 
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main philosophies the direct and indirect methods. However, in this research they will be divided in 6 main 

groups related with their experimental approach including inside the direct and indirect methods. 

a) Current counting method 

The second approach is based on measuring the energy such as coulomb counting (CC), uses the current 

reading of the battery over the operation period in order to calculate the SOC level. This is often known as current 

integration. However, the SOC must be calibrated due to its error accumulation over time. Current counting is 

easy to use, low cost and low computational complexity to estimate the SoC of the battery [130]. 
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where SoC(0) is the initial SoC, I(t) is the current at time t, Cn is the nominal capacity of the battery, ɳ is the 

coulombic efficiency, and Sd is the self-discharging rate. However, this method introduces few main drawbacks 

as the unknown initial SoC, self-discharge rate and current-sensor errors which serves as error sources for this 

method. 

b) OCV method 

OCV method uses the non-linear relationship between the battery electromotive force in the open circuit 

state and SoC to estimate the SoC [135]. Despite the fact that the relationship is stable, it is not the same for 

different batteries. It is closely related with capacity and chemical composition of the electrode material of the 

battery. Massive experiments should be conducted at different cycle of usage [136], in order to obtain correct 

values of the most important parameters. These variables can be the open circuit voltage (OCV), charging 

current, internal resistance or AC internal impedance [137-139]. Kalman filter (KF), which is based on the time 

series approach, mainly based on the step process estimation and the linear quadratic estimation (LQE). KF is 

an algorithm that uses a series of measurements observed over time. Although the data contain statistical noise 

and other inaccuracies, the method stably and accurately estimates unknown variables comparing with those by 

methods based on a single measurement, because KF estimates taking into account a joint probability distribution 

over the variables for each timeframe. Also, extended Kalman filter (EKF) is used in estimation theory, like the 

nonlinear version of the KF which linearizes an estimate of the current mean and covariance. In the case of well-

defined transition models, EKF has been used as a standard in the theory of nonlinear state estimation. 

c)  Internal impedance method (IZ) 

Internal impedance describes the electric characteristic of the battery and depends on current, SoC, SoH, 

temperature, etc. Although the impedance has been measured by a sinusoidal alternating current (AC) method, 

the method is difficult to apply to the online electrical impedance spectroscopy (EIS). The relation between the 

SoC and internal impedance is non-stable, and the measurement is accompanied with high cost. In addition, the 

value of internal impedance changes slowly which introduce difficulties to observe the SoC [140-142]. 

d) Electrical circuit model (ECM) 

The main objective of this method is to explain the chemical compositions and reactions through an electrical 

and a mathematical approach. It is important to define the correct and best ECM for each type of battery or 

problem that need to be resolved. Although the accuracy of the estimation will be improved by increasing the 

complexity of the circuit with parallel RC blocks, it comes with higher cost and time consuming as well. Even 
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if the number of blocks is reasonably determined from a viewpoint of numerical calculation, the synthesized 

model cannot explain all the electrochemical processes of the battery. The trade-off relation between accuracy 

and computational complexity should be kept in mind. Although each ECM could explain the behavior of the 

battery according to the response of the elements, its accuracy depends on the model's agreement. The accuracy 

of the complex model may be high, but the nonlinearity of the model parameter makes difficult to build it [143-

1446]. 

e) Electrochemical method 

      Electrochemical method theoretically gives the most accurate SoC estimation. However, this method 

can be effectively used for off-line design and performance analysis for LIBs. The equations used for this method 

describe the physicochemical phenomena like diffusion, electrochemical kinetics occurring inside the battery 

etc. This model is typically and computationally challenging owing to a system with relation of time-varying 

partial differential equations. The methods based on Electrochemical Impedance Spectroscopy (EIS), which have 

found many applications for accurate analysis in the diagnosis of the Li-Ion battery. The chemical reaction has 

a strong effect in the impedance characteristics. The main drawback is lacking of generality, which lead to wrong 

SoC estimation in certain battery types (chemistries). 

f) Pressure method  

       This method can be applied to certain Li-Ion and Ni-MH batteries. The internal pressure increases 

rapidly when the battery is charged. Usually it is employed in an extra protection system as a pressure switch 

indicating full-charging.  

       However, there are other methods which are closely related with the indirect method. These methods 

propose an approach which relate the measured battery signals (voltage, current, temperature, cycle usage etc.) 

with the battery SOC battery model or chemistry composition. This method is based on a high accurate and 

reliable model in order to obtain the characteristics of the real-life battery and predict its behavior under a wide 

variety of conditions. The indirect methods are composed as well by other main groups called: model-based 

methodologies, adaptive filter-based methodologies, adaptive artificial intelligence-based (AI). The battery SoC 

estimation and real time diagnosis is a complex nonlinear system. Although the SoC estimation is essential 

technology, its accuracy and reliability should be improved still until now. The SoC can be expressed through 

different methods and parameters, but the simplest definition is the ratio between the actual capacity and the 

reference capacity, which is expressed as the maximum value related on some specific conditions specified from 

the manufactures, i.e., voltage, current, temperature, deterioration. The types of methods to estimate a reliable 

model for the SoC estimation used in the literature are numerous. The estimation of SoC and level of 

deterioration are closely related with the internal characteristics of battery, which could not be directly measured 

during operation by the conventional methods. However, a time series estimation by an appropriate algorithm 

with a measurement of the indirect parameters of the battery enables the SoC and deterioration estimation. The 

charging process of EV is very important, because its quality affects the battery state of health (SoH), which 

means more mileage and quality of the battery pack system [144,147]. The charging process can be also done 

during driving, i.e., by regenerative brake. If it is not controlled in appropriate matter, it easily damages the 

battery. Any motor controller is required for achieving a closed loop management in order to charge the batteries 

at a constant current. Table 4.1 shows the advantages and drawbacks of each method in EV applications for a 

reliable and trusty SoC estimation. 
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Table 4.1 Conclusions of the SOC estimation models 

 

 

 

 

 

 

 

 

 

 

4.3 Proposed method based on ANN 

Nowadays many different types of batteries based on lithium-ion are in production and commercial. It is of 

great importance to understand the differences between them, because each of these batteries is used for different 

applications based on their needs. The spider chart for LIBs with various anode and cathode materials is shown 

in Fig.4.1. One of the important variables to mention is the C-rate which explains the current value required for 

the battery to its rated capacity within the specified time. With the help of this chart it is possible to understand 

the advantages and drawbacks for each LIB type. The heat generation, charging/discharging ability, rated power 

and energy, thermal stability and deterioration level can be used for the further study of the real time SoC & SoH 

estimation of the battery cell/pack. As well these data can be used for a generalization of the problem. 

 

Fig. 4.1. Spider chart for LIBs with different chemistry materials [149]. 

 

Model Positives Negatives 

Recommended 

for EV 

OCV Simple, low cost Not practical in dynamic systems, requires low 

current and long- time of rest NO 

CC Simple, low cost Error accumulation, not possible to specify the 

initial SOC value YES 

KF 

(Kalman 

Filter) 

High accuracy, 

including also error 

and noisy signal 

For every battery type need a high accuracy 

model, not general, high computational 

requirement 

YES 

ANN High accuracy, 

strong, versatile 

usage in specific or 

general problem. 

Requires big amount of data, high computational 

system during training in case of online training 

algorithm, with offline estimation & evaluation 

process is used [148]. 

YES 
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For actual and future technologies of energy storage systems, the need for an online diagnosis (during 

operation) without the removal of the battery is very crucial in order to increase the efficiency and lifetime of 

the battery, to reduce the cost of conventional diagnosis system, and to reduce the non-operational time due to 

the maintenance schedule. 

The SoC can be defined by different methods and variables, but the most used definition is the ratio between 

the actual capacity and the reference capacity, which is the maximum actual value based on some specific 

conditions. These conditions refer to the constant current rate and ambient temperature, as well other conditions 

as cycles of usage (level of deterioration), chemical composition etc. Because battery is an energy storage device 

based on chemical composition, so many difficulties are introduced for a direct SoC measuring method. Each 

method introduced in the previous chapter shows difficulties and drawbacks in the process of the estimation of 

SoC. The result obtained from a discharging test of the battery until the end of discharge process based on the 

criteria is mentioned in the datasheet of the manufacturer. Fig.4.2 shows a full charging and discharging process 

which concludes one cycle of test. The results are obtained by Constant-Current-Constant-Voltage (CCCV) 

charging and CC discharging with 1C (2.25A) and with lower and upper voltages are 2.7V and 4.2V, 

respectively. This characteristic can be obtained without the removal of the battery, and involves important 

information for the SoH or SoC estimation. Two variables, voltage and current are used in this research paper as 

the parts of the input data for the proposed artificial neural network (ANN) structure.  

  

Fig. 4.2. Charge and Discharge waveform 

 
 

 

Fig. 4.3. Voltage difference during the deterioration. 
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Fig.4.3 shows the voltage deviations of a same battery but in different level of deterioration (a new battery 

with 0 cycle from a full deteriorated of 500 cycles). It is clear in Fig.4.3 that the effect of deterioration really 

affects the voltage level, terminal voltage, due to the degradation of the chemical composition which affect the 

internal impedance of the battery. 

Regarding this chapter, few papers and research topics already investigated by the author will be introduced 

in this part of the thesis. An adaptive online learning algorithm based on an ANN is used based on adaptive 

learning algorithm, after confirming this method another more advanced method is introduced which tries to 

reduce the amount of input data required, reducing the estimation time and increasing the accuracy of the model. 

As already explained in chapter 3, the ANN has self-learning skills and adaptability to demonstrate a complex 

non-linear model as explained in [150, 151]. It accurately estimates the SoC without knowing the internal 

structure of the battery and the initial SoC. 

Usually, the ANN method uses the LIB terminal voltage, discharge or charge current, and ambient 

temperature as the input and SoC as the output. The novel in this paper is the modified input time-delayed neural 

network model that takes into accounts both deterioration and temperature effects. This study investigates further 

on the reduction of input data for low power computational hardware in order to reduce the cost from a viewpoint 

of industrial applications. An online training and offline update weights, which enables offline decision-making 

for the SoC estimation, is introduced to reduce the needs not only for high computing power but also for large 

memory storage of the whole system. Fig.4.4 shows Cole-Cole plots of a battery during charging until the SoC 

reaches to 100%. These characteristics involve very important information which shows the increase of the 

internal impedance during charging, which clearly explains the physical meaning of the electrochemical process. 

 

 Fig. 4.4. Cole-Cole plot related with SoC% 

 

Figs. 4.5 and 4.6 show the characteristics of voltage and current during charging and discharging in CCCV 

mode. These data are genuine and all obtained through real experiments. The author would like to emphasize 

the effect of ratio in the SoC process. These data are used in the database of the proposed ANN during the 

training process. Some experiments are initiated even from different level of upper voltage, not only from 4.2V 

but also from 4V or 3.8V, in order to imitate a real scenario of usage of the battery during moment when the 

battery is not full charged/discharged. This helps to increase the quality of the estimation and improve the 

generalization of the ANN.  
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Fig. 4.5. Characteristics of Li-ion during CCCV charging 

As shown in Fig.4.6, in this experiment there have been used different type of charging and discharging 

ratio. It was necessary to investigate such parameter, in order to evaluate the effect of ratio in SoC time, battery 

temperature, speed up process of deterioration due to increase of current. All this information was included inside 

the training process of the ANN. It is true the fact that, more accurate data and larger diversity of experiments 

directly increase the accuracy of the estimation, but at the same time it increases the complexity of the structure. 

It requires a better and optimized model in order to capture any possible non-linearity amongst the inputs or 

between inputs and output.  

 

Fig. 4.6. Comparison of discharging characteristics between different current ratio during CCCV mode 

As already explained in the previous chapter regarding ANN method, it based on three processes, learning, 

validation and test. The proposed NN is processed in MATLAB R2019a. In the training process, the selection 

of the most appropriate NN configuration is crucial. The typical structure of the ANN is composed of an input 

layer, a hidden layer and an output layer. In the proposed structure, the number of input types is 4, voltage (V), 

current (I), cycles and temperature (Temp). Regarding the voltage and current, it is very easy to obtain these data 

during operation with actual sensors without the stoppage of the operation. Most of actual low-cost devices give 

this information without any extra cost, and this helps for the online diagnosis system. It should be clear that on 

this investigation 4 data have been proposed to be used for the ANN structure. The author have made also few 

different experiments using even structures with only 3-input besides the 4-input structure, making possible 

combinations of these data. In Fig.4.7 are shown the proposed ANN structures. 
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a) V, I, Temp.                  b)  V, I, Cycle,               c) V, Cycle, Temp      d) I, Cycle, Temp 

Fig. 4.7. Proposed ANN structure based on 3 inputs combinations from 4 parameters 

The attempt to confirm the quality of the estimation based on 3 inputs was made as a possible opportunity 

to reduce the cost of the device in term of processing power.  

The Regarding the cycles information, the author have used two types of the counting cycle data, one 

structure during every 50 cycle of deterioration, and the other is every 100. The first type means that only 11 

data cells are required for from 0 cycle battery to a full deteriorated battery of 500-cycle. The later structure 

(every 100-cycle) needs only 6 data cells. Even if the number of data is reduced to almost half, the increase of 

the error is only 2.3% in the worst case. Which means that this value is inside the acceptable value of error for 

low cost device including the feature of mobility of the proposed circuit MTC. But in case where the user wants 

to have high accuracy, like researchers, then the second type of 11 data cells during every 50 cycles can be usable 

for them. This cycle counting is very easy to be achieved, and is realized in low cost. This method is applicable 

to any industrial systems without difficulties. The dynamic temperature, i.e., battery surface temperature can be 

entered as the fourth and final input. The signal can be used as a precaution to protect the system. However, a 

temperature sensor has to be installed on the battery cell. Ambient temperature can be used as the fourth data 

because the sensitivity against the data is low. In this paper, 25 and 35 degree Celsius are used for the ANN. To 

reduce the cost further, the fourth data can be optional. However, the estimation error slightly increases. Fig.4.8 

shows the temperature information of the ambient, cell body and transistor which are obtained through the 

sensors.  

 
Fig. 4.8. Temperature characteristics during charging and discharging with 3A 
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Both experiments during charging and discharging are introduce in order to include the dynamic behaviour 

during different operations. Regarding the transistor temperature this information is not used as the input for the 

proposed ANN structure, but is just introduced as a possible extra information for the industrial applications. 

The surface temperature of the battery is the most important information regarding the temperature comparing 

to the ambient which is more stable characteristics as shown in Fig.4.8. The transistor temperature is the related 

with the power transistor of the MTC device which control the charging/discharging ratio. This info is important 

to shows the range of current operation for normal operation within the nominal values. As well it is used as an 

evaluation system regarding the safety and reliability of the application. To simplify it helps to stop the charging 

or discharging process if the temperature is increased above the normal value. 

Fig. 4.9 shows the proposed ANN structure. During the training process, these data are obtained using 10 

new batteries, and deteriorated from 0 cycle to 500 cycles. For the voltage and current input, 350 data are used 

for each of them. For the cycle input (3rd input), 6 or 11 data cells are used based on the selected mode also for 

the temperature around 400 data cells were used in the training process in case of a variable temperature system, 

except the case of static temperature. The fourth input, respectively the temperature is shown in red in different 

color, in order to emphasize the fact that this data was optional for use. Which means that through the 

experiments it was observed the amount of effect in the SoC estimation in terms of accuracy and calculation 

time. So, it possible to give to the user a higher grade of freedom to choose or neglect this effect, as a good 

optional way to reduce the necessary amount of data. 
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I

Cycle

Temp

Hidden layer

SoC

 

Fig. 4.9. Temperature characteristics during charging and discharging with 3A 

 

The ANN with double or single hidden layers, are tested in this paper. The best structure is with 11 and 22 neurons 

with a single hidden layer, and with 26 and 31 neurons with two hidden layers. The initial learning rate which is 

referred as a configurable step size hyperparameter, in the beginning of the training process was set to 0.11 and in the 

end after the optimization the learning rate was set to 0.021. It is a well-known approach and recommended from 

expert of this field to start with a little bit higher learning rate in the beginning and later to reduce this coefficient. By 

doing so it can optimize the learning process without forcing it to increase error in later phases and have consequences 

as overfitting or linearizing some parameters which should not be corrected or simplified. 

The best estimation model was achieved by this model with average error of 1.85% in 86% of the estimated cases, 

2.35% average error for 11% of the cases and for 3% of the estimated cases were evaluated with maximum error of 
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2.9% in the worst case. Fig.4.10 shows the measured and estimated OCV-SoC characteristics.  
 

 

Fig. 4.10. Comparison between the estimated and measured OCV   

 

Despite the good results achieved from this specific approaches and ANN model, the author tried to improve 

this model. To propose a better model in all meanings, which includes the fact of reducing the amount of required 

data to, faster estimation, better generalization of the method, including the temperature info without increasing 

the total cost of the device, increasing the total capacity of the pack, and increasing the voltage by composing 

more complex one that a single or double series cells. To make this possible it was necessary to investigate on a 

better ANN structure and also including the BMS as a crucial part in order to maintain a balanced voltage of all 

the cells at an equal value of voltage. 
 

4.4 Cell balancing pack effect, BMS 

As already explained in the previous chapter ANN’s does not rely on the mathematical equation or equivalent 

circuit model to explain the relation between the input variables and output product for resolving the problem. 

It is because the ANN characteristics are based on the black box approach, which does not require any knowledge 

about the system’s internal dynamics. It is appropriate to resolve the problem with nonlinear mathematical tools. 

For example, higher-order cumulants usually are used to infer new properties regarding the data of non-Gaussian 

processes [152, 153]. In multiple-signal processing, it’s common to define the combinational relationship among 

the cumulants of h stochastic signals, {xi}, i  [1, h], and their moments of order r, r<h, expressed by Leonov-

Shiryaev formula [154-156]; 
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where the addition operator is extended over all the partitions, as one the form (s1, s2, …, sr), r=1, 2, …, h; and 

(1≤i≤r≤h); being si a set belonging to a partition of order r, of the set of integers 1, …, h. Let {x(t)} be an hth-

order stationary random real-valued process. The hth-order cumulant is defined as the joint hth-order cumulant 

of the random variables x(t), x (t+τ1), …, x(t+τr−1). In other words, the complexity will increase the error and the 

necessity to use high-end industrial systems, which include the stochastic relation inside the calculation method. 

This study will investigate further on the optimization and simplification of the ANN structure by reducing the 

necessary input cells for accelerating the calculation, training and estimation without sacrificing the accuracy. 

After that, the accuracy of this model will be investigated in order to adapt to this environment of data without 

any equivalent circuit model. Fig.4.11 shows the steps of the proposed method, where the data are obtained 

through practical test and used for the training of the ANN and database creation, and later testing the stability 

and quality of the ANN. During estimation the results are compared at the same time with practical test based 
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on unsupervised learning process (UL). If the accuracy is low, then ANN will continue to train and updating its 

weights until the error is reduced and the structure is to finally optimized. 

 

MTC

NF-AS-510-LB4 
Collecting 

Genuine data 

+

Training process 

of the ANN 

Parallel test without 
knowing the output results

Testing the 

ANN estimation 

accuracy
SoC 

Estimation 
ɛ 

Re- train again or further 
optimization of ANN weights  

Fig. 4.11. Block diagram of the proposed methods 

 

The focus of this paper will be based on the improved model which is confirmed by the author from their previous 

work, precisely [138,139,150,155]. It is important and valuable to progress from that previous work because it 

has shown a great potential for improvement due the accurate and robust characteristics from the proposed NN 

model. This paper investigates further in few directions as reducing the number of input data, reducing the 

estimation time, improving accuracy and the generalization characteristics. But, at the same time maintaining 

the simplified properties for low power computational hardware, has been kept in mind. As already explained in 

[150], terminal voltage, discharge/charge current, and ambient temperature are used as the input, and the SoC as 

the output of the modified input time-delayed NN model. It takes into accounts both deterioration and 

temperature effects.  Comparing to the previous study, the experimental data are obtained from two different 

devices; one is an industrial device NF-AS-510-LB4 battery test-system as shown in Fig.4.12.   

 

 
Fig. 4.12. Li-Ion battery test NF-AS-510-LB4. 

 

The NF-AS-510-LB4 will help the study by providing important data with high accuracy, as cole-cole plot, SoC 

and SoH evaluation, also, will help to do the training of the ANN for the case of static temperature test structure. 

This means that the chamber of this device can maintain a very good static temperature in order to relate the 

temperature effect on the SoC, beside other inputs. The second device will be multi-type charger/discharger 

circuit (MTC), as shown in Fig.4.13 which is created by the author and already confirmed in many practical 

projects [138,147,155,156].  

. 
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Fig. 4.13. Multi type chemistry charger/discharger device [12]              

              

All the data related with SoC value are genuine, which means they are retrieved through practical experiments 

and test done through practical devices, respectively MTC and NF-AS-510-LB4. MTC shows good flexibility 

in terms of type of battery, level of voltage, current waveform, mobile and low cost, incorporating the dynamic 

temperature test structure of the ANN.  

At the same time during the charging/discharging, a data logger GL820 measures the temperature of the battery 

surface, ambient temperature and other electronic components important for the stability of the MTC system in 

real time, which is very important in industrial applications or in EVs [158,159]. Another innovative of this study 

comparing to previous one is the usage of high-power type battery for 1 cell experiments and for battery pack 

system. Table 4.2 shows the technical specification of MTC, and in Fig. 4.14 is shown the temperature 

measurement device, midi Logger GL820. During this experiment, this device will measure the temperature of 

the battery cell, the transistor of MTC during charging/discharging and the ambient temperature. 

 

 

Fig. 4.14. midi LOGGER GL820 

 

Table 4.2 Specifications of The MTC Charger/Discharger Device 

No. Item Min. Typ. Max. 

1 Supply voltage [ACV] 100 – 240 

2 Operating voltage [V] – 12 – 

3 Operating current [A] – – 2 

4 
Nominal Battery voltage 

operation [V] 
2 – 12 

5 Battery current [A] -3 – 3 

6 Frequency range [Hz] 0.01 – 1000 

7 External DAC [V] 0 – 2 

8 Temperature range [°C] 0 – 50 

9 Size [mm] 208W×282D×72H 

10 Protection type for PCB 
Emergency stop 

switch 

11 Cooling method Forced-air cooler 
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Table 4.3 shows the specifications of the tested Li-ion battery.  

Table 4.3 Primary Specifications of Li-Ion cell 

Model ICR18650BF 

Dimensions 

(mm)                 

Diameter 18.3±0.2 

Height 64.95+0.15/-0.30 

Weight *2(g) 46 

Charge        Max. voltage (V) 4.2 

(CCCV) Max. current (A) 2.25 

Discharge        End voltage (V) 2.75 

(CC) Max. current (A) 6 

Nominal voltage (V) 3.7 

Minimum capacity (mAh) 3250 

Type High-Capacity 

type 

 

The battery pack system behavior and characteristics is crucial to be investigate for power system 

applications, as EVs or PV systems. Because the SoC on a battery pack its quite different comparing to that on 

a single cell where the ECM and deterioration is easier to be explained [160-163]. Another different thing is the 

effect of deterioration on the battery pack, where the cells can have different SoH, which means that the SoC 

level will be different and the total SoC of the pack can be unstable. For the case of battery pack, a BMS is 

connected. Fig. 4.15 shows the BMS and battery pack composition. The total battery pack capacity is 13Ah, 

maximum voltage of 12.6V and minimum voltage 8.1V. The proposed BMS includes few functions which will 

protect from over/under voltage, short circuit and overcurrent situations. 

 

 

a) BMS diagram of the circuit              b) Battery pack composition 

Fig. 4.15. Charging/Discharging for 18650 Li-Ion cells with 3series and 4 parallel battery pack 

 

A 3-series system is used because it is an acceptable value of 12.6 V to explain the behavior of scaled down 

storage system. In addition, we might encounter batteries with different SoH, which requires to confirm the 

generality of this method. Regarding the parallel connection up to 4 packs, it is important to increase the capacity 

in order to have a longer test period during charging/discharging. This helps to test the stability of the system, 
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obtaining more data for the learning stage of the ANN and also a better simulation to imitate the EV’s scaled 

down storage. 

 

                                          Table 4.4 Features of the proposed BMS 3SxP circuit 

Features Value 

Type of battery Li-Ion, Li-MnO 

Single cell overcharge protest 

voltage [V] 
4.28-4.6 

Overcharge protect delay [sec] 0.5-1.5  

Single cell over discharge protect 

[V] 
2.72-2.88 

Single cell over discharge protect 

recover voltage [V] 
2.9-3.1  

Overcharge protect current [A] 60  

Over discharge protect delay [A] 60 

Temperature protection Yes 

Disconnect protect Yes 

Shortage protect Yes 

Shortage delay [s] 100-600  

Charging Current [A] 20 

Discharging Current [A] 20 

 

 

Fig. 4.16. Simple diagram of the BMS 

 

In Fig.4.17 is shown the proposed single cell BMS circuit. 

 

Fig. 4.17. Single cell connected with a Custom BMS 
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Figs. 4.18 - 4.22 show the experimental results obtained from the tests. In Figs. 4.18 and 4.19 are shown the 

voltage and current information obtained during charging and discharging.  

 

Fig. 4.18. CCCV Charging characteristics, 0.5C ratio, Re=20mΩ (81.5 - 100)% SoC, 52 Cycles 

 

 

Fig. 4.19. Pulse Discharging characteristics, 0.5C ratio, Re=20mΩ, Duty cycle 50%, 53 Cycles 

 

The two modes, CCCV and pulse waveform are used in order to increase the database and generality of the 

ANN. The operation by pulse current waveform shows lower deterioration, also the temperature is lower. 

However, it takes more time to do the charging/discharging depending on the current value and duty cycle.  

In this section, the current ratio of the tests was in the range from 0.1C, 0.2C, 0.4C, 0.5C, 0.6C, 0.8C, 0.94C 

and 1C. The external resistance was selected arbitrary with the value of Re=20mΩ, but it can be changed 

depending on the user’s needs.  

 

 
Fig. 4.20. Pulse Discharging characteristics, 3A- 0.94C ratio, Re=20mΩ, Duty cycle 70%, 149 Cycles 
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Fig. 4.21. CCCV Discharging characteristics, 3A- 0.94C ratio, Re=20mΩ, 132 Cycles 

 

 

Fig. 4.22. Pulse Discharging characteristics, 3A- 0.94C ratio, Re=20mΩ, Duty cycle 80%, 352 Cycles 

 

The dynamic temperature, i.e., battery surface temperature can be entered as the fourth and final input. The 

signal can be used as a precaution to protect the system. Ambient temperature can be used as the fourth data 

because the sensitivity against the data is low. In this paper, the tests are done from 25 to 35 degree Celsius 

which are used for the ANN. To reduce the cost further, the fourth data can be optional.  

Both experiments during charging and discharging are introduced in order to include the dynamic behaviour 

during different operations. Regarding the temperature of the transistor within the MTC, this information is not 

used as a mandatory input for the proposed ANN structure, but it’s just introduced as a possible extra information 

for the industrial applications. During the training process, the selection of the most appropriate NN composition 

is very important, and each of the ML techniques have their typical structure and properties depending on the 

specific problem, as explained in [164-168]. But, in this paper SL and UL methods will be the main focus for 

the optimized ANN model. The typical structure of the ANN is composed of an input layer, a hidden layer and 

an output layer. The proposed NN is processed in MATLAB R2019a. In this study, 4 structures as shown in Fig. 

4.23 are proposed to investigate the SoC estimation. 
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        a)  MISO 4 Inputs                 b) MISO 4 Inputs                  c) MISO 3 Inputs                  d) MISO 3 Inputs       

           1 hidden layer                        hidden layer                           1 hidden layer                      2 hidden layer  

Fig. 4.23. ANN structure for the proposed model, where a) & b) with dynamic temperature structure, c) & d) 

with static temperature structure 

 

        The type of inputs is the same as in [155], but the number of required cells is drastically reduced. As 

well the number of neurons in the final structure is simplified and the ANNs are stable during all the test despite 

the complexity of the total process. Should be mentioned that the final data of SoC are obtained through the 

practical experiments and test done from the two devices respectively, NF-AS-510-LB4 and MTC, as explained 

in chapter 3. In the proposed structures, the number of input types is 4, voltage, current, cycles and temperature. 

Table 4.5 shows the results of the new method.   

 

Table 4.5 Advantages & Comparisons of The Proposed Method 

    Previous method The new method 

Estimation time [s] 
Single cell / 2 cells Single cell  Pack 

23.9 - 32.4  15 - 22 22 - 29 

Peak error [%] 2.9 2.1 

Average error [%] 1.9 1.4 

Capacity of the system 

[mAh] 
6500 13,000 / 26,000 

Number of cells    

V/ I/ C/ Temp 
400/350/11/100 100/100/11/ (100 or 50) 

 

The two types of method for counting cycles are tested to develop the low-cost approach; one is every 50-

cycle of deterioration, and the other is 100. The former means that only 11 data cells are required for from 0 

cycle battery to a full deteriorated battery of 500-cycle. The later structure (every 100-cycle) needs only 6 data 

cells. During the training process, the data are obtained using 10 new batteries, and deteriorated from 0 cycle to 

500 cycles. For the voltage and current input, 100 data cells are used for each of them, when in the previous were 

used 400 cells for the voltage input and 350 cells for the current input. Regarding the temperature input, around 

100 data cells were used in the training process in case of a variable temperature system which is 1/4 comparing 
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with the previous stud, except the case of static temperature. Fig.4.24 shows the performance and error rate of 

the ANN. 

 

 

Fig. 4.24. ANN performance specs for the MISO 4 inputs 1-layer structure 

 

 

4.5 Large scale & industrial applications  

In this part, a scaled simulator for designing the power storage system is developed using the feature of the 

arbitrary current charging/discharging. The system enables to simulate a storage system for any power plant with 

a load such as a wind power generation, and a photovoltaic power generation. In addition, the system can model 

a battery charger with a pulse current method for prolonging the battery life for the electric vehicle. The 

characteristics of the storage system can be investigated using a real battery such as lithium ion, nickel hydride 

and lead acid batteries for comparative experiments. The system simulates the storage systems taking into 

consideration the battery chemical reaction that is difficult to include in conventional numerical simulations. In 

addition, the battery characteristics are easily tested by the proposed simulator. As a result, the practical 

simulation of future power-storage systems is realized. The low-cost and small-sized simulator can be used for 

designing not only power storage systems but also into consumer apparatuses. 

In recent years, energy and environmental issues are universally concerned. It is expected that power generation 

systems using natural energy will be spread in the future to solve the problems. In addition, a large number of 

storage systems will be introduced for stabilizing the power generation. Although the characteristics of 

rechargeable batteries have to be fully understood for efficient operation and effective development of the 

system, it is generally difficult to examine the characteristics using actual storage systems. Even if a test is scaled 

down by using a cell removed from the storage system, a large-current charging/discharging circuit is still 

required. The cost reduction of this method is unnoticeable. Recently, computer-aided design (CAD) is widely 

used to improve the efficiency of the storage system. For the numerical simulation in the CAD, battery 

characteristics should be included. Some kind of battery model, as well as the storage system is indispensable in 

the numerical analysis. However, this simulation cannot strictly consider the electrochemical reaction of the 

battery, because no numerical model included the reaction process is proposed. As a result, the storage system 

cannot be accurately analyzed.  

A battery charger/discharger with an arbitrary current waveform has developed first by the author [156]. In this 

paper, the system is applied to a storage-system simulator. Since the developed simulator can charge and 

discharge any types of rechargeable batteries, the system can simulate the charging and discharging characteristic 
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using single cell constituting the battery pack installed in the storage system. In this paper, storage systems 

combined with an actual photovoltaic (PV) and with a wind power generation are simulated using the scale-

downed current according to the rated current of the battery for the simulation. The simulation can be performed 

regardless of the capacity of the power plant by the proposed method. The characteristics of the real battery in 

the battery pack are taken into account. The proposed system enables more practical design and development of 

future storage systems considering the electrochemical reaction. 

4.5.1 Scaled simulator 

a) Configuration 

Since rechargeable batteries have the risk of ignition and explosion due to over-charge or -discharge, a protection 

system such as a battery management system (BMS) is essential to monitor and control the battery current and 

voltage for safety charging and discharging. Fig. 4.25 shows a block diagram of the proposed system. It is 

composed of three blocks: a charging and discharging circuit, the microprocessor board named “PIC unit” to 

control the battery charging/discharging, and a measuring circuit to obtain the battery voltage and current data. 

The main circuit is configured with a charging and a discharging circuit. Each operation is regulated by a same 

charging management integrated circuit (IC) as a BMS. Because the discharging circuit is also controlled by the 

charging management IC, the support circuit consisting of three blocks to assist the discharging circuit, and to 

protect the main circuit from over voltage and current. The appearance of the system is shown in Fig. 4.26 The 

operation of the system is controlled by a Programmable Interface Controller (PIC) equipped on a 

microprocessor board MA350 manufactured by Micro Application Laboratory Corp. Because various 

rechargeable batteries are widely used, the simulator has to manage a wide voltage range. Optimal design of the 

storage system brings out the full potential of each battery. To examine the characteristic, the simulator has to 

respond to any typical secondary batteries, such as a Li-ion, nickel metal hydride (Ni-MH), and lead acid (Pb) 

batteries. Therefore, the specification of the battery voltage ranges covers from 2 to 12V, 12.6V nominal value. 

If the voltage of the battery pack is within the range, the number of series batteries is unlimited.  
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Fig. 4.25. Block diagram of charging/discharging system.            Fig. 4.26. Improved MTC Charging/Discharging  

                                device for 18650 Li-Ion cells with BMS circuit  

 

Although the charging and discharging current of the present system is limited to 3 A, the maximum current can 

be easily expanded by replacing some devices, such as a current control transistor. The developed simulator is 

based on the current control method. However, the system can control the battery according to the battery power, 

by calculating the current from measured battery terminal voltage.  
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b) Performance 

After the power source is turned on, the user inputs information such as the upper and lower voltage limits 

of the test battery for safe operation. Then, test conditions such as frequency and the current value are also 

entered. The test conditions of the system are set by the controller with a rotary encoder, and the conditions are 

always displayed on the Liquid Crystal Display (LCD) during the test. The charging and discharging circuit are 

controlled by a feedback system based on the voltage and current data always transferred from the measuring 

circuit. These measured data are saved to an SD card and also displayed graphically.  

Figs. 4.27 and 4.28 shows the system performances when a lithium-ion battery cell is charged and discharged 

by the system. The battery current can be controlled by the built-in microcomputer or an external oscillator.  

Fig. 4.27 shows an example of the internal oscillator. The target current waveform is sinusoidal with an 

amplitude of 3 A and a frequency of 1 Hz. The difference of 120 mA between the target and measured currents 

indicates that the accuracy of the developed simulator is sufficient. From the measured voltage and current, the 

battery characteristic can be obtained. For example, the capacitive characteristic of the internal impedance is 

obtained from the phase difference, and the impedance of 130 mΩ is obtained from the voltage fluctuation 

amplitude of 400 mV and the current amplitude of 3 A. To investigate the validity of the characteristic in a high-

frequency region, the arbitrary waveform having the current amplitude of 1 A and the frequency of 1 kHz is 

entered as the external signal input. From Fig. 4.28, a delay of 130 μs is observed at the switching from the 

charging to the discharging. The time is required for controlling the operation of the charging management IC 

by the microprocessor.  

 

Fig. 4.27. Voltage response of a Li-ion battery to a sinusoidal current. 

 

 
Fig. 4.28. Voltage response of a Li-ion battery to an arbitrary current of 1 kHz frequency 
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Fig. 4.29 shows an example of the characteristic of a Pb battery pack by a Constant Current Constant Voltage 

(CCCV) charging. The developed system can charge and discharge the battery by not only this simple current 

waveform but also the other waveforms such as a pulse waveform. Recently, pulse waveform charging has been 

considered to extend battery life in EVs [156, 157, 169, 170]. Fig. 4.30 illustrates voltage responses of three type 

of batteries by a pulse current discharging. The figure easily clarifies each battery characteristic as transient 

responses. For instance, the voltage fluctuations give that the resistance of the Ni-MH battery connected in series 

is higher than that of the Li-ion battery cell and the Pb battery pack. The high resistance limits the maximum 

charging/discharging current of the battery in the storage system. 

              

         Fig. 4.29. Voltage response of Pb battery by           Fig. 4.30. Voltage response of different batteries 

                             CCCV charging waveform                             an arbitrary current of 1 kHz frequency 

 

4.5.2 Scaled Simulation Using Actual Power Generation Waveform 

        With the progress of battery technology for storage and the rapid spread of power generation using 

natural energy, it is expected that the stability of power system will be improved by using storage system 

[171,172]. In this paper, a storage system for stabilizing the power fluctuation of an independent power system, 

i.e., without any interconnected power grid is studied by scaled generated and load powers. Thus, the difference 

between the generated and load powers becomes the input or output power of the storage system. When the 

generated power is greater than the load power, the battery is charged. The battery simulating the storage system 

is charged or discharged by the developed simulator according to the scaled generated and load powers. For a 

safe and stable operation of the battery, the proposed system automatically moves to Constant Voltage (CV) 

mode when the battery voltage reaches to its maximum (charging) or its minimum (discharging). In the mode, 

the charging or discharging current is decreased, and the operation is ended when the current reaches the 

minimum value. In the case of an independent power system, when the generated power is lower than the load 

power, the load has to be rejected. If the load power is lower, generation power has to be suppressed by a Power 

Conditioner System (PCS) of the PV generator or the blade controller of the wind generator. The developed 

simulator has the ability to simulate the situations. 

a) Photovoltaic generator’s storage system  

PV power generation converting solar energy directly into electricity has attracted attention due to its 

renewability and sustainability. Although the PV generation is excellent as a daytime power supply at a high-

power demand, it cannot generate at night. Furthermore, its generation energy depends on the weather, 

topography, etc., and its power is reduced by shading by clouds. To cover the instability of the PV generation, 

rechargeable batteries are juxtaposed for smoothing the power and for storing the generated power in the 
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daytime. In this section, the operational characteristics of an independent PV power station of 2 kW capacity are 

simulated. The voltage and current in the simulation are sampled at every second. Fig. 4.31 shows an example 

of the generated power in winter of 2016. Large fluctuations in the generated power are observed due to cloudy 

weather conditions. A storage system of 5 kWh capacity realized by 18650 type Li-ion batteries is assumed as a 

storage facility in this simulation. The rated voltage and the capacity of the Li-ion battery cell are 3.7 V and 

2250 mAh, respectively, i.e., its storage capacity is about 8 Wh. The charged or discharged power for the test 

using the simulation is reduced to 1/625. The waveform from 9:30 to 10:30 (one hour) in Fig. 4.31 is used for 

the simulator's test. The maximum generated power is 1.8 kW and the duration less than 400 W is at least 10 

minutes in the period. Fig. 4.32 shows the voltage and current characteristic of the battery cell starting from an 

initial SOC of 50 % with the scaled current waveform assuming a constant load of 1 kW. The test is carried out 

using the measured data sampled at every 1 s.  

 

 

Fig. 4.31. Generated power by a solar panel array in February 2016. 

When the generated power is larger than the load power of 1 kW, the battery is charged and its voltage rises. 

On the other hand, when the generated power is smaller, the deficient power is supplied from the battery to the 

load. Due to the discharging, the battery voltage decreases. 

 

 

Fig. 4.32. Voltage and current waveform of Li-ion battery 

charged and discharged by a scaled power with a constant load 
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b) Wind power generator’s storage system  

Wind power is another common renewable energy source. Unlike PV generation, the wind power plant can 

generate the power at night. Because the output fluctuates according to the wind speed, the system is usually 

connected with a grid, i.e., the wind generation requires a coordination with conventional large-scale generations 

such as thermal or hydroelectric power plant. To use the wind generation as an independent power source, it is 

necessary to install any secondary battery for stationary storage and smoothing the power. The developed system 

can simulate the storage system which has any capacity. In this section, an independent 20 kW wind power plant 

is simulated based on a measured wind power obtained in winter as an example. In this paper, the operational 

characteristics under two power patterns are simulated for 4 hours. One of the examples, has the period where 

the generated power is smaller than the average power of 6.5 kW is more than one hour, as shown in Fig.4.33. 

In this case, a constant load power of 8 kW is assumed, and it is higher than the average generated power. In the 

other case as shown in Fig. 4.34, the generated power is greater than the power of the load at the beginning, and 

the generated power gradually declines to 2 kW at the end of the observation time  

 

Fig. 4.33. Estimated generation power of a wind power plant and its constant load. 

 
Fig. 4.34. Estimated generation power of a wind power plant and its variable load 

The variable load with the maximum load power of 8 kW is assumed based on the daily load curve reported as 

the standard power system model by the Institute of Electrical Engineers of Japan [173].  

In the simulation in this section, a storage facility having a 22 kWh capacity is assumed. The scaled power ratio 

of the developed simulator to the wind generator is 1/2750. Figs. 4.35 and 4.36 show the battery currents and 

voltages obtained by the proposed test system, with a sampling frequency of 100 mHz using the assumed powers. 

Additionally, the initial SOC of the batteries is assumed to be 50 % or 100 %. The current increases or decreases 

according to the difference between the generated and load powers in the period when the voltage of the test 

battery is between the lower and the upper limit voltages.  
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Fig. 4.35. Voltage and current waveforms of Li-ion simulated by a scaled power of a wind generation assuming 

a constant load 

 

 
Fig. 4.36. Voltage and current waveforms of Li-ion simulated by a scaled power of a wind generation assuming 

a variable load. 

Moreover, before the voltage reaches the upper limit or lower limit voltage, the developed simulator 

decreases the battery current. If the SOC reaches to 100 % or 0 %, the battery is disconnected to protect for over-

charge or over-discharge. The developed system in this study can simulate the operational characteristic of the 

storage system regardless of the battery type. As a result, the operating condition of the storage system can be 

reproduced according to the given power generation and load power. In addition, the simulation is carried out 

using an actual battery cell installed in the storage system in the wind power generation. Due to the usage of the 

actual battery, the deterioration characteristics of the battery are automatically taken into consideration. In 

addition, it is possible to know how the battery will be deteriorated by the assumed operation. 

 

c) Electric Vehicle’s storage system 

Although engine-driven automobiles using fossil fuels have been mainly used, electric vehicles (EVs) 

currently have attracted attention due to depletion of oil resources and environmental pollution. The EV consists 

of a storage system, a controller, and an electric motor. Its regenerative energy can be effectively used, and noise 

and running costs can be reduced compared with the conventional automobile. Nevertheless, the EV has a shorter 

mileage than that of conventional vehicles, further improvements, such as the efficient operation of the storage 

system, are desired. In order to solve these issues, the developed simulator is useful for testing the characteristics 

using a cell in the EV battery pack with actual driven data [174]. In this section, the charging and discharging 
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characteristic is simulated using a practical current EV equipped with a 24-kWh battery pack. Fig. 4.37 shows a 

cell current during an EV driving, and the positive value indicates battery is charged by the regenerative energy. 

At t=24400 and 25400 s, a large discharge current pulses due to sudden acceleration are observed.  

In the simulation, a scaled model is synthesized under an assumption that the capacity ratio is 30, which is 

determined from the configuration of the battery pack. Fig. 4.38 shows the simulated result. This simulation 

gives important information to engineers for developing efficient battery operating methods and SOC estimation 

methods. 

 

Fig. 4.37. Charging current of a battery pack while EV is driven. 

 

 

Fig. 4.38. Scaled simulation per Li-ion cell by EV driven current. 

 

The large current for the sudden acceleration cannot be modelled, because the charge and discharge current 

is limited to 3 A according to the current specification of the simulator. The limitation will be removed by 

enhancement of the output part of the simulator.  

4.6 Conclusions 

In engineering field, it is important to improve the technology, the technique and finding new ideas or 

approaches, but the most important thing is how to use such information and where to apply these new 

techniques. The correct and fast SoC is topic which introduces high interest for all the industry sector. Should 

be highlighted the fact that a possible online monitoring and diagnosis of the battery without the need to stop the 
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normal operation it is possible through this research, which was possible to achieve through unconventional 

methods respectively with AI by ANN technique. 

On the first part of ANN investigation was introduces a SoC estimation method with elevated accuracy and 

in a short time of calculation. The proposed method was based on adaptive ANN model which asymptotically 

achieves optimal error rates for realizing stochastic rules. The data used for this study are all genuine data 

obtained through practical experiments which introduce a correct physical meaning and relation with all the 

variables. Li-Ion batteries with different level of deterioration are used in order to obtain and understand the 

differences from the obtained data. After the final optimization of the proposed structure, the accuracy of the 

model was obtained with the maximum error of 2.9% in the worst case. The estimation can be concluded in the 

range from 23.9 to 32.4 seconds. 

This model is mostly focus on the online learning approach, in order to make an optimized generalization 

for further application in different fields as portable devices or even as a stationary one for the renewable energy 

applications 

An advance SoC estimation method for the Li-Ion and rechargeable batteries is proposed in the second part 

of this chapter. The proposed method is based on adaptive ANN model which asymptotically achieves optimal 

error rates for realizing stochastic rules. Through this method, an improved SoC estimation was achieved with a 

higher accuracy, less estimation time, and a high generality. In addition, the number of input cells is drastically 

reduced up to 1/4. The estimation can be concluded in the range from 15 to 29 seconds by 34% faster than that 

of the previous method on single cell or battery pack, and maintained stable during all the tests. This study 

reduced the difficulty due to nonlinear characteristics without the need of initial conditions. These results can 

help researcher in the investigation of an accurate & low-cost approach for the SoC estimation, which helps for 

further application in different fields from EVs to the renewable energy applications [175,176]. 

Finally, in this chapter a scaled hardware simulator of the energy storage system is developed. It uses a 

single or few cells in order to simulate a practical battery pack to consider the real battery characteristic. The 

developed simulator can charge and discharge any rechargeable battery, such as Li-Ion, Ni-MH, or Pb battery. 

Although the developed simulator has a high generality, it is inexpensive and portable. The scaling ratio of the 

simulator is determined by the ratio of the current or power of the battery pack specimen to the specification of 

the simulator. If the power is given, the current is calculated using measured battery voltage by an embedded 

computer on the simulator. According to the scaled current, the battery specimen is charged and discharged by 

the simulator. As a result, it is a simulation of the storage system using a real battery. The capacity of the target 

storage system is taken into account by the scaling factor.  Because the battery in the storage system is frequently 

charged and discharged, its deterioration characteristic has to be known at the design stage of the storage system. 

The characteristic can be obtained using a practical operational condition which is realized by a current control 

circuit installed in the simulator.  

Storage systems for stabilizing the output power of solar and wind power generation are simulated as 

examples. The capacities are 2 kW and 20 kW, respectively. In addition, an EV with a battery capacity of 

24 kWh is tested. The storage capacity is easily changed based on the scaling factor by assuming or predicting 

the power generation and load power from various parameters such as the intensity of solar radiation and wind 

speed, etc. In addition, this system can indicate the difference of the storage characteristic due to the type of 

secondary battery. Since the developed simulator uses actual batteries, the simulated result automatically 

includes the effect of electrochemical reactions which cannot be explained by the numerical simulations. 
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The application fields of the developed simulator are not restricted, because the developed simulator has a 

capability of arbitrary current control, i.e., waveform, amplitude, duty cycle. From the above, the developed 

simulator in this paper can contribute to the efficient operation and optimum design of the storage system by 

providing useful information to the system design. In addition, the developed simulator can contribute to the 

investigation of prolonging the battery life and SOC estimation, since the simulator uses a practical battery. 
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5. State of Health (SoH) Estimation and Evaluation 

5.1 State of art and Conventional methods  

Proper usage of the batteries affects how long the battery in PV/EV systems will last. It is necessary to 

achieve the correct estimation of State of Health (SoH) which directly can affect the total cost of the system and 

its efficiency. As a matter of fact, the battery cost in EV applications is (35-50) % of the total cost of the cars. 

Their classification of deterioration and when the battery pack is not any more efficient then we should know 

which will be the next application of usage. This introduces a big challenge. The electrification of transportation 

is one of the main priorities for human society, in order to reduce the CO2 emissions. Based on the indicators 

acquired from The World Bank, around 21% of total fuel combustion is used in transportation, which directly 

inflicts on the CO2 emissions value. The re-used battery market it’s very big, especially in developed countries 

which have embraced the zero-emission vehicles based on full battery electric system. China as one of the biggest 

manufacturers and users of the EV, or Battery Electric Buses (BEB) where 99% of worldwide users have been 

deployed in China, it means that this market needs to prepare his self to manage the re-used batteries. This fact 

has pushed the researchers and companies to investigate further for the improvement of battery technology. This 

need has enhanced the actual level of manufacturing. Depending on the application field each battery type has 

different performances and attributes; thermal stability, C rate, cost, safety, power, energy, lifespan, mechanical 

stress support. But due to these variables, the performance quality of the battery will deteriorate as a matter of 

time [177-180]. By doing an observation to the charging or discharging characteristics of the EV’s battery, it is 

possible to evaluate the overall dynamic characteristics which are the main noticeable factor which helps on the 

deterioration of the storage system beside the natural lifespan. On the other hand, the storage system applied on 

PV farms, small off-grid system, power grid or any other type of stationary storage system (3S) have different 

characteristics of its charging/discharging plan. In EVs, the needs of the high capacity drain, fast charging ratio 

of small factory packed batteries can increase the effect of deterioration and make it even not usable anymore 

for EV applications. The increase of internal resistance parameters can limit the output current which effects the 

power drain level. But for stationary storage system, the increase of the internal resistance is not such a big 

problem as in EV’s because they can afford a little more the limitation and reduction of current by connecting 

more batteries in parallel. The space ratio is more flexible in 3S, but still important to be consider. The capacity 

fade plays a bigger role and importance in the 3S based on the change of the Cn values in the equivalent circuit 

model (ECM).  

a) Estimating the level of deterioration 

The deterioration effect of the battery storage systems is one of the main concerns, which cannot be resolved, 

even if we use the battery within the nominal operational values. From this point of view, the correct estimation 

of SoH becomes a must diagnosis. Many researchers have introduced a different type of diagnostical models. 

This paper will not focus only on the accurate SoH estimation with low computational requirement resources, 

no need for costly devices. But it will introduce the correct moment for switching the used battery from high 

current drain applications to medium to a low current of usage as systems focused on capacity ratio. China is 

one of the biggest markets around the world for electric vehicles, especially in BEB. From 425,000 BEBs 

worldwide at the end of last year, around 421,000 were in China. This value of BEBs is 17.3% of China’s total 

bus fleet and is expected to rise to more than 600,000 by 2025, according to BNEF. The BEB market will guide 

and decide the future of EVs and their technology, as one of the most important parts of public transportation. 

After a specific deterioration of the batteries, which limits the performance of the EVs they are sent into the 

recycling factories, where the cost is high. Another way is by sending it into a second-hand market where is sold 

out for a cheap price. This chapter proposes a diagnostical process, classification process and re-use of the battery 

in another application field. Finally, when the performance of the re-used battery is below the minimum 

requirement, they can be sent to recycling factories. If re-use of the batteries in a small/medium-scale off-grid 
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system as a stationary storage system is realized, the cost of PV-system storage can be reduced by using all the 

extra power juice which is left from the batteries. 

b) Classification process of the re-used batteries 

The proposed idea is based on the switching the re-used batteries from EV into HEV and finally to 3S 

systems, after a diagnostical test and analyses, by Artificial Neural Network (ANN) technique as a viable 

alternative method. The ANN approach will estimate the SoH and the switching time of the battery system from 

one application to another one with the target for maximum usage of on the ANN logic. This test and diagnosis 

are already confirmed in [139, 174]. This approach gives the opportunity for an online monitoring and real-time 

diagnosis which can satisfy the required accuracy level of the users. Fig.5.1.a shows the typical optimal battery 

lifetime usage of Li-Ion. 

 

 

Fig. 5.1.a Characteristics of an optimal battery lifetime usage. 

With the help of the ANN approach, it helps to understand the correct time of switching the system of usage 

based on the online learning model which can be obtained from the BMS data of the EV owner. The idea of this 

study is shown in Fig. 5.1.b with two steps of deterioration until it goes for the recycling process. 
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Fig. 5.1.b Diagram logic of the proposed idea. 

After being used for e-mobility for high power drains like EVs it can be shifted to HEVs. This is the first 

level of deterioration and switching option. Based on the values during monitoring, after a second diagnosis and 

confirmation it will be shifted from e-mobility to a stationary application.  

c) Experimental approach and tests 

The two most important electrical entities, which describe the performance of Li-Ion batteries, for the high 

current drain as e-mobility or in 3S applications, are capacity and the power capability. From a conventional 

method as DC pulse technique, based on the current injection method but enhanced with the fast estimation and 

elevated generalization ability of ANN. This method will allow making an accurate estimation of capacity & 

power decrease of the batteries. In this section, Li-Ion batteries are used for the experimental tests in order to 
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retrieve genuine data, and the simulations and estimations are carried out using MATLAB R2019a. Single-cell 

battery and battery pack approach are used in this study in order to simulate a real scenario of a battery storage 

system. As well The BMS model for the battery pack is included to enable a good voltage balancing during 

charging/discharging. This approach helps to increase the lifetime of the new/used battery and extracting as 

much as possible energy from the pack. Fig. 5.2. shows the configuration of the cells.  

           

Fig. 5.2. Charging/Discharging 3S circuit for 18650 Li-Ion cell battery with 4 parallel pack model 

Regarding the inputs of the ANN structure entities like the voltage, current, temperature and number of 

cycles are included. To make a good generalization, massive experiments should be conducted at different 

temperatures and cycles of usage as in [135, 138]. Finally, the estimated values will be compared with measure 

one in order to verify the accuracy of the proposed model. In order to simulate and accurate behavior of the 

dynamic discharge characteristics of EV`s battery pack, the scale down BSS.  

5.2 Proposed Methodology 

 a) Experimental concept 

The experimental data will be obtained based on the 3S4P pack connected with a BMS system, with features 

like over/under voltage and current protection during charging/ discharging of the pack. In order to imitate a real 

EVs battery pack discharge during operation, the scale down system will be discharged by two different types 

of loads.  One will be a programmable load which will do the CCCV protocol and the other load type will be a 

manual controlled by a 12V DC brushless motor type, with 2 gear speed for high current drill usage. 

Table 5.1 Specification of the 12 V DC Brushless Motor. 

Features Value 

Torque [Nm] 1st gear 7.0 / 2nd gear 12.0 

Speed [min-1] 1st gear 0~1170/ / 2nd gear 0~330 

Max. Battery Voltage [V] 12.6  

OEM Battery Chemistry  Ni-Cd 

OEM Battery capacity [Ah] 3 

Proposed Battery Chemistry Li-Ion 

Proposed Battery Capacity 

[Ah] 
13 

Cell Battery type 18650, high-capacity type 

 

These tests will be based on 2 different stress test, one test will finish in 20s with frequency sampling of 500Hz 

and the second test will be concluded in 100s with frequency sampling of 100Hz. For each of these 2-stress test 

the number of samples are maintained equal in order to maintain the same input data structure of the ANN model, 

which will be explained in the next chapter. The total samples are 10,000, where for the 20s stress test is every 

2ms, and for the 100s stress test is every 10ms. The Voltage and Current samples can be obtained from the 12.6 

V pack system or even from each single cylindrical cell. More than 10 different patterns of loads are concluded 
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for each of these 2-stress test, in order to increase the generalization of the model. The pattern is totally random 

imitating a daily driving behavior of the driver. Slowly increase or decrease of the speed, suddenly stop of the 

motor, or even suddenly speed up of the DC motor at highest speed settings. Due to the fact that the DC motor 

have 2 gears these can used as power saving mode or performance mode test. Fig.5.3 shows the full stress test 

for 20s. 

 

 

Fig. 5.3. Discharging of the 3S4P pack during 20seconds stress test 

 

Figs. 5.4 and 5.5 show the V, I waveform during the starting moment of the motor, at the highest gear speed, 

reaching a max speed of 19%. 

 

Fig. 5.4. Voltage waveform at the start of discharging pack for the 20seconds stress test 

 

 

Fig. 5.5. Current waveform at the start of discharging pack for the 20s stress test  
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In Figs. 5.6 and 5.7 are shown the V and I waveform during the first high peak increase at the maximum 

speed level. This increment of the speed is immediately and as is shown in the figures the voltage has a drop of 

around 3V and with a drain of current of 13A for 0.2s. And After that, the speed immediately decreases around 

60%. And later the second-high peak is happening for almost the same period of time. 

 

 

Fig. 5.6. Voltage waveform at the first peak speed for the 20s stress test 

 

 

Fig. 5.7. Current waveform at the first peak speed for the 20s stress test 

 

In Fig. 5.8 is shown the 100s stress test. It is easy so observe the difference of the test in terms of speed, 

level of V and I drop. The 100s stress test is important, because it can show the stability of the battery pack for 

a longer period and for more aggressive behavior. 

 

 
Fig. 5.8. Discharging of the 3S4P pack during 100seconds stress test with 3 different high peak speed test moments 
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5.2.1 ANN model  

As always, this approach is based on three processes, learning, validation and test. The proposed NN is 

processed in MATLAB R2019a. This NN structure will be based on cascade system and the output of the first 

will be used as the input of the second one. For the V and I input 10,000 samples will be used, and the third input 

it can be an optional variable. This input shows the number of cycles or as known the lifetime period of a battery. 

 

V 
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Fig. 5.9. Proposed ANN cascade structure with 1 hidden layer 

 

 

Fig. 5.10. Proposed ANN cascade structure with 2 hidden layers 

In this study a cascade NN structure is used and the internal impedance (IZ) is expressed through the ECM’s 

parameters of the second order, as shown in Fig.5.11. There is different type of ECM proposed by other 

researchers [140,141,143,180]. The number of the IZ parameters are 6. In this study the author decided to choose 

a second order model in order to include the DC characteristics as well the AC transients. Of course, it is known 

that a higher order is better to explain the battery characteristics and the SoH or SoC estimation can be more 

accurate, but the complexity of the model it’s increased which will affect the calculation time and increase the 
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cost of the device in terms of computational power. In Chapter 6 it will be explained more in detail regarding 

the ECM.  

After finishing the stress test with the 12 cells another test will be held by the NF-AS-510-LB4 battery test-

system, in order to obtain the correct values of the circuit parameters. 

 

Fig. 5.11. Proposed ECM of the second order 

Below are shown the results of the estimated parameters through ANN algorithm and compared with the 

measured values, for each of the battery cells. Where the Measured values are obtained from the NF-AS-510-

LB4, during different scenarios, which includes charging or discharging process, different ratio and different 

SoH or SoC settings. In order to clarify “the different SoH or SoC value”, it means that for the training of the 

ANN and  

 

 

Table 5.2. Parameters of Cell 1 

Parameters Measured Estimated 

R0 (mΩ) 47.9 48.18 

R1 (mΩ) 2.4 2.61 

Rn (mΩ) 57.5 58.25 

C1 (kF) 0.65 0.59 

Cn (kF) 1.9 1.61 

 C∞ (MF) 3.6 4.1 

 

Table 5.3. Parameters of Cell 2 

Parameters Measured Estimated 

R0 (mΩ) 50.2 52.3 

R1 (mΩ) 2.42 2.23 

Rn (mΩ) 59.1 58.95 

C1 (kF) 0.75 0.65 

Cn (kF) 2.1 2.39 

 C∞ (MF) 3.94 4.1 
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Table 5.4. Parameters of Cell 3 

Parameters Measured Estimated 

R0 (mΩ) 56.8 57.09 

R1 (mΩ) 2.46 2.12 

Rn (mΩ) 58.1 57.11 

C1 (kF) 0.82 0.93 

Cn (kF) 1.9 1.65 

 C∞ (MF) 3.65 3.52 

 

Table 5.5. Parameters of Cell 4 

Parameters Measured Estimated 

R0 (mΩ) 49.2 51.95 

R1 (mΩ) 2.38 1.94 

Rn (mΩ) 58.9 60.03 

C1 (kF) 0.85 1.02 

Cn (kF) 1.94 2.27 

 C∞ (MF) 3.62 3.54 

 

Table 5.6. Parameters of Cell 5 

Parameters Measured Estimated 

R0 (mΩ) 51.3 49.7 

R1 (mΩ) 2.43 2.22 

Rn (mΩ) 60.7 61.17 

C1 (kF) 0.74 0.82 

Cn (kF) 1.95 2.15 

 C∞ (MF) 3.85 4.03 

 

Table 5.7. Parameters of Cell 6 

Parameters Measured Estimated 

R0 (mΩ) 49.3 50.2 

R1 (mΩ) 2.35 2.43 

Rn (mΩ) 58.1 59.6 

C1 (kF) 0.8 0.78 

Cn (kF) 1.95 1.89 

 C∞ (MF) 3.7 3.66 

 

Table 5.8. Parameters of Cell 7 

Parameters Measured Estimated 

R0 (mΩ) 50.2 49.65 

R1 (mΩ) 2.31 2.46 

Rn (mΩ) 58.8 57.5 

C1 (kF) 0.73 0.72 

Cn (kF) 1..88 1.81 

 C∞ (MF) 3.85 3.9 
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Table 5.9. Parameters of Cell 8 

Parameters Measured Estimated 

R0 (mΩ) 49.8 46.65 

R1 (mΩ) 2.33 2.46 

Rn (mΩ) 58.2 58.5 

C1 (kF) 0.75 0.74 

Cn (kF) 1.88 1.81 

 C∞ (MF) 3.61 3.69 

 

Table 5.10. Parameters of Cell 9 

Parameters Measured Estimated 

R0 (mΩ) 49.3 47.65 

R1 (mΩ) 2.3 2.48 

Rn (mΩ) 58.5 57.35 

C1 (kF) 0.7 0.721 

Cn (kF) 1.9 1.85 

 C∞ (MF) 3.61 3.69 

 

Table 5.11. Parameters of Cell 10 

Parameters Measured Estimated 

R0 (mΩ) 49.5 49.7 

R1 (mΩ) 2.41 2.46 

Rn (mΩ) 59.2 58.35 

C1 (kF) 0.72 0.721 

Cn (kF) 1.95 1.81 

 C∞ (MF) 3.57 3.68 

 

Table 5.12. Parameters of Cell 11 

Parameters Measured Estimated 

R0 (mΩ) 51.5 53.01 

R1 (mΩ) 2.35 2.18 

Rn (mΩ) 59.2 61.9 

C1 (kF) 0.78 0.84 

Cn (kF) 1.87 1.74 

 C∞ (MF) 3.82 4.01 

 

Table 5.13. Parameters of Cell 12 

Parameters Measured Estimated 

R0 (mΩ) 51.3 50.8 

R1 (mΩ) 2.1 2.2 

Rn (mΩ) 59.3 60.6 

C1 (kF) 0.85 0.87 

Cn (kF) 1.9 1.95 

 C∞ (MF) 3.65 3.72 
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5.2.2 Proposed methodology in EVs applications (power, energy, SoH estimation) 

In this sub section, an ANN model, which estimates the power consumption of an EV during the 

deterioration process of power storage, is described. This network provides important information for real-time 

battery diagnosis, such as state of charge of a Li-Ion battery for an EV or HEV. The data are retrieved from a 

scaled experiment, based on the JC08 test cycle. The network is presented as a practical alternative to analytical 

and empirical methods. It can predict the power consumption by an optimal solution and categorize the 

deterioration of the power storage with high estimation precision and within short time.  

The attention to develop and update the energy storage system is one of the important purposes of the 

researchers of EV as well as power system. The rechargeable batteries are considered as the most common 

storage devices. In the running process of EV or Hybrid Electric Vehicle (HEV), the batteries experience stress 

from the dynamic operational environment. The charging condition is essential for designing the storage system, 

while the charging quality of the battery directly affects the battery life and continual mileage. If the charging 

process is not controlled, it will damage the battery. The cooperative control for motor and battery is 

indispensable. One of ways to develop models of EV or HEV for individual components like the storage unit is 

through rigorous analytical procedure. Due to its typically time-consuming and the simplifying assumptions 

required to make the analysis tractable, it impairs the value of such models. An alternative way is to employ 

conventional empirical methods, which are variations of the classical regression theme. These models are 

unwieldy and are usually only suitable for low-end nonlinearities. Solving the difficulties of non-linear models, 

it introduces to us, new challenges, which must be concluded with a good performance and accuracy. 

One of the representative energy-storage types is Li-Ion batteries. This type of battery is one of the most 

promising power sources for the energy storage system of the EVs, due to the advantages of high energy density, 

environmental protection, long cycle life [180, 182]. As other batteries, issues like aging and fault occur in Li-

Ion batteries as time goes, and they are circularly used. 

The simplified models cannot represent the behavior of the battery exactly, also the models are not universal 

because they may lead to wrong estimation in certain battery types. Few models have been improved with hybrid 

modelling design [143]. The real time estimating diagnosis is a complex nonlinear system. Even now the 

accuracy and reliability of the SOC estimation remains to be improved. SOC or fault prediction are depending 

by the internal characteristics of battery which could not be measured. The conventional method of the computers 

is based on the algorithmic approach i.e. the computer follows a specific path and type of instructions in order 

to solve a problem. The application of the ANN in the estimation of the SOC under the variable of the voltage 

charge, it provides a tool to deal with the above difficulties. Should mention that ANN does not rely on the 

explicitly expressed relationship between input variables and the SOC. Because of their characteristics based on 

the black box approach which do not require any knowledge about the system’s internal dynamics 

[148,185,186,187]. The relationship between the input variables and the SOC is formed through training. For 

the learning process there are many ML methods, this approach is called indirect method. These indirect methods 

can be categorized as below: 

 

a) Parameter estimation (PE) 

b) Adaptive filter-mathematical based estimation (FME) 
c) Adaptive AI (AAI) 

d) Hybrid model estimation (HE) 
 

When an analytical model is unknown, too complex or incomplete, a typical alternative is to try to forecast 

by building a model that takes into account only previous outcomes, with neglecting any exterior influence. A 
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time series {x(t)} can be defined as a function x of an independent variable t, stemming from a process for which 

a mathematical description is unknown. A time series is a sequence of vectors, x(t), t = 0, 1,….,n, where t 

represents elapsed time. In practice, for any given physical system, the variable x will be sampled to give a series 

of discrete data points, equally spaced in time. It must be clear that not always the model with the highest 

resolution has the best predictive power, so that superior results can be obtained by using only every nth point 

in the series. Different models have been compared in the literatures in search for the best trade-offs between 

performance and maintenance cost. Observers have been improved with hybrid modelling design [143]. One of 

the most important differences between an observer and machine learning techniques is that machine learning 

uses data regression methods, so they can be easily trained using real world data, since they are data-driven 

models. Learning machines are trained using known inputs and outputs. After this, the trained ML is used to 

provide estimated output for unknown inputs. 

 

5.3 EV specification 

5.3.1 Methodology and Experimental Results 

In this section, the study is based on the data taken from the EV model. These data are scaled down to be 

adapted for the practical experiment conducted in the laboratory. Table 5.14 shows the official data from the EV 

model 

Table 5.14. Specifications of the EV model. 

Occupant capacity 5 

Cruising range 228 km - (JC08) 

Motor 80 kW 

Electricity consumption 0.114 kWh/km 

Battery Li-Ion 24 kWh 

Acceleration 0-60mph 11.6 seconds 

 

  Should be mentioned that the battery is modular in format and consists of 48 series connected modules, 

each module with 4 parallel cells, in total of 192 cells. Table 5.15 shows, the specification of JC08 mode. 

Table 5.15. Specifications of JC08 mode 

Average speed 24.4 km/h 

Maximum speed 81.6 km/h 

Time 1204 seconds 

Mileage 8.172 km 

Load ration 29.7 % 

 

The JC08 driving schedule is schematically shown in Fig. 1. In the transitional period emissions were 

determined using weighted averages from different cycles, like the previous 10-15 mode. This test mode had 

been fully phased-in by October 2011 as below: 

➢ 25% of JC08 cold start + 75% JC08 hot start 

  The experimental data are conducted for the same period of time as the JC08 model, which is 1204 seconds. 
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Fig. 5.12. JCO8 mode speed pattern. 

 

As was mentioned before, the data are retrieved based on the JC08 mode cycle. Same thing is for Fig. 5.13, 

where the power consumption of the experimented model is simulated the. 

 

 

Fig. 5.13. JCO8 mode speed pattern. 

 

In order to make it applicable for laboratory experiment, the average power consumption of the system is 3-

times less comparing to the real specifications of the EV model. It means that the retrieved data will be multiplied 

by 3, in order to be adapted for the real EV model. The average power consumption of the proposed model 

conducted experimentally is 1.03 kW, which comparing with the EV model is approximately from 2.6 to 3 kW.  

The proposed model is based on the modified BPNN algorithms by updating and adjusting the weights 

values. The value of the weights is calculated in the training phase by minimizing the loss function, their values 

determine how the neural network will reply to a specific time series inputs, which is important in the training 

phase for the accuracy of the ANN. One of the most used technique for the training of the ANN is the back-

propagation of error [141]. In this experiment, the collected data are different and rich in term of technical 

environmental processing as the speed of the car, air resistance, rolling resistance, accelerating resistance, 

running resistance, power consumption, voltage characteristics etc. In the beginning the proposed model was 

trained with 10 neurons in the hidden layer and then increased up to max 30 neurons for the best value of training. 

This model started with a low number of neurons in order to prove the accuracy and to verify the best value of 

neurons. 

Table 5.16 shows the specification of the Li-Ion battery used for this paper. Total rated capacity is 2.2kWh.  
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Table 5.16. Specifications of the Lithium-Ion battery. 

Nominal capacity 1.2 kWh 24Ah type 

Number of batteries module 2 

Rated capacity per battery 1.1kWh 22Ah 

Nominal output voltage 51.2 V 

Charging voltage 56.7 V ± 0.8V 

Maximum Charge current 24.0 A 

Charging time 2.5 hours 

 

Figs. 5.14 and 5.15 show the schematic diagram of DC distribution test system used for the scaled-down 

experiment and a typical EV system. 

 

Fig. 5.14. Schematic diagram of DC-distribution system. 

 

 

Fig. 5.15. Schematic diagram of EV system. 

 

A dynamic characteristic of the EV is implemented into the control program of the distribution test system 

in order to simulate a JC08 test mode characteristics. By this proposed model, the experimental data shown in 

Fig. 5 can be obtained. Should be mentioned that in this study the characteristics of the inverter are neglected.  
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Fig. 5.16. Plots of the experimental data retrieved. 

 

The data from the charging process of Li-Ion battery, were achieved using these devices As-510-LB4 (NF 

Co.) as shown in the previous chapter. It’s important to clarify that these data are not obtained by an actual run 

of the car on the road. But they are generated based on the original data from an original successful commercial 

EV model. The generated data shown in Fig.5.16 where used in the beginning in order to train the ANN model. 

The accuracy was very good but due to the high computation time and hardware it was necessary to reduce the 

number of data in order to make more applicable for small embedded circuits. In the final structure of this study 

these data are neglected, due to the small differences of accuracy from the model with these data. The outputs 

are compared with the desired target values and an error is produced. Then the weights are adapted to minimize 

the error. The relation of output: 
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( ) ( ) ( 1)l l l

I W Qi ij j
−

=   (5.2) 

Equation (5.1) can be transformed into: 

 ( ) 1 / [1 exp( )]fs I I= + −       (5.3) 

The initial values of weights are assumed to be random, and the weight between the ith neuron of the (k-1)th 

layer and the ith neuron of the kth layer is defined as Wij,k. The adapted equation of the weight is given by the 

following: 

 
( )

, ( ) , ( ) , ( )
1 1, ( )

1

E tnW k t W k t W k tij n i j i jn nW k ti j n


= − 

− −
−

       (5.4) 

where 0<α<1, and E=1/2 ∑(yi-bi)
2. I=1…n, yi is ith actual output, bi is ith simulation output. But for different 

problem it’s not always good to increase the number of layers or neurons, because the system can go unstable 

and will get high error and poor optimization. In this section the MATLAB and LabVIEW software have been 

used. Each type of battery has a specific equation model for charging or discharging process. For the Li-Ion 

battery, the open-circuited voltage Eo is calculated with a nonlinear equation based on the actual SOC of the 

battery as follows [143,188]: 

 0bV E R i= −   (5.5) 

During discharge:  

 

( )*Q Q B i t
E E K i K i Aeo tk Q i t Q i t

−  
= − − +

−  −    (5.6) 

During charge: 

 ( )*

0.1

Q Q B i t
E E K i K i Aeo tk Q i t i t Q

−  
= − − +

−   − 

 (5.7) 

where Eo is the open circuit voltage, Ek is the battery constant voltage, K is the polarization constant, Q is 

the battery capacity, it is the actual battery charge, i* is the low frequency current dynamics, A is the exponential 

zone amplitude, B is the exponential zone time constant inverse (Ah)-1, Vb is the battery voltage, and i is the 

battery current. Equations 5.5-5.8 should be used in case of non-ML methods which makes this approach difficult 

due to his high nonlinearity. In our case these equations will be used for the Simulink model.  

All the collected data must be normalized for a standardized value. This process helps to create patterns to 

correlate the input vector with corresponding output vector. This range of the data will be from 0 to 1. Equation 

(5.8) explain the formulated normalization:  

 
min( )

max( ) min( )

b bi iAi
b bi i

−
=

−
 (5.8) 
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where ith is the corresponding element of the input vector, bi the original value of the input, Ai is the 

normalized value between 0 and 1, min(bi) and max(bi) are the minimum and the maximum value for each 

specific vector data. The range value of the voltage characteristic is from 3.1907V to 4.199V, based on a new 

battery sample. Fig.5.17 shows the voltage input, which was obtained through the data from the charging process 

of the ICR18650PD Li-Ion battery. 

 

 

Fig. 5.17. Voltage data from the charging process [ICR18650PD] 

 

Based on this waveform an investigation was made by the author, which was focused on the estimation of 

voltage characteristics of Li-ion battery during charging mode. It was possible to check the waveform in some 

specific zones and related any possible abnormally or difference of slope from CC to CV mode. As matter of 

fact due the deterioration the of battery the electrolytic material starts to lose their conductive ability and decrease 

the efficiency and the consequences are the increase of internal impedance, capacity fade and less current drain 

ability. However, the shape itself doesn’t change so much. But, with the ability of ANN to understand small and 

unrelated parameters dynamic effect, it is possible to relate this voltage waveform with SoC estimation and in 

some specific cases it is even possible to do a SoH classification of the cell. The methodology of this research is 

explained as follow:  

The charging mode is built, by 2635 samples, when every sample is taken every 2 seconds. So, all the process 

is 1.47 hour long. The range value of the voltage characteristic is from 3.1907 V to 4.199 V. The characteristic 

is shown in Fig.5.17.  

These data, will be used for the training and as a target later for the simulation of the network. For different 

type of battery there are specific equations for charging or discharging equations model.  

The battery block implements a generic dynamic model parameterized to represent most popular 

rechargeable batteries. This model will be based on equation (5.7), which explains the charging model of the Li-

Ion battery. Fig.5.18 shows the battery equivalent circuit of the block models for the MATLAB software 

emulation. In the beginning, the network was started with 15 neurons in the hidden layer and the input layer was 

composing by a vector with 2635 elements.  
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Fig. 5.18. Block diagram of the battery equivalent circuit 

For this study a configuration of ECM is based on 2nd order model. Of course, there different models for 

low to high orders. Each of them express specific behaviors and characteristics. Fig.5.19 shows the equivalent 

circuit which can express the electrical composition of the Li-Ion cell. By this circuit it is possible to define 

parameters related with the capacity fade and the SOC through the analysis and calculation of the internal 

impedance [144]. The proposed ANN structure is shown in Fig.5.20. 

                 

  Fig. 5.19. ECM composition of 2nd order              Fig. 5.20. The GDPBNN with adaptive learning rate model 

    

Through GDPBNN structure with adaptive learning rate, it was possible to start some simulation to evaluate 

the performance of this model. Fig.5.21 shows the achieved simulated data after few trainings of the network, 

but the accuracy is not good yet even if the waveform of the predicted data is similar but with a value far from 

the desired target. Fig. 5.22 shows the results of the optimized NN model after few trainings. 

 

          Fig. 5.21. Plot of Target and Simulated data              Fig. 5.22. Changed model of NN with simulated data 
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The simulated plots are starting to get near the target value but the still the response is not good. However, 

it’s necessary, to tune and calibrate the learning rate process and to optimize the error of the output value in order 

to change the value of the bias and weight for the adaptive network. After obtained this characteristic, was 

realized that the system needs to reset the minimum and maximum value, so after doing this thing a new type of 

model was created and simulated. For this problem it is necessary to change the simulated model and keep in 

mind the times series estimation model. For a complete mathematical model describing a studied phenomenon 

when is known and not so difficult, forecasting it could be an easy task. However, when an analytical model is 

unknown, too complex or incomplete, a typical alternative is to try to forecast by building a model that takes 

into account only previous outcomes of the phenomenon while ignoring any exterior influence. More formally, 

a time series {x(t)} can be defined as a function x of an independent variable t, stemming from a process for 

which a mathematical description is unknown. A time series is a sequence of vectors, x(t), t = 0, 1,...n, where t 

represents elapsed time. For simplicity we will consider here only sequences of scalars, although the techniques 

considered generalize readily to vector series. x can be a value which varies continuously with t, such as voltage. 

In practice, for any given physical system, the variable x will be sampled to give a series of discrete data points, 

equally spaced in time. The rate at which samples are taken dictates the maximum resolution of the model: but, 

it is not always the situation when the model with the highest resolution has the best predictive power, so that 

superior results may be obtained by using only every n-th point in the series.  

One of the main goals for the neural networks stand to the estimation of future developments of the time 

series from values of x up to the current time. Formally this can be stated as: find the function f: RN → R such as 

to obtain an estimate of x at time t+d, from the N steps back from time t, so that: 

 x(t+d) = f (x(t), x(t-1), …., x(t-N+1)) (5.9) 

  x(t+d) = f (y(t)) (5.10) 

where y(t) is the N vector of lagged x values. Normally d will be one, so that f will estimate the next value 

of x. 

x(t-2)

x(t-1) Hidden Layer

x(t)

x(t+1)

 

Fig. 5.23. Diagram of the time series processing function 

Through the reformulated model of adaptive BFPNN Times Series Estimation, it was possible to improve 

the learning ability. After few trainings and defining the values of bias and weights it was possible to obtain the 

results as shown below. Fig.5.24, shows the new simulated data which have been obtained after changed the 

number of neurons in the hidden layer and changed the value of bias and weights. The updated NN model is 

with 35 neurons. Now the model is modified with changes in the learning rate, number of epochs and parameter 

goal. (net.trainParam.lr=0.3; net.trainParam.epochs=1500; net.trainParam.goal=10-12.) 

Fig.5.24 shows the state of the trained network after the 1st and 9th time. The difference in the simulated 

result are optimized fast and with good accuracy as shown in the Fig.5.25 and 5.26. 
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    Fig. 5.24. Plots of Target and Simulated data  Fig. 5.25. Starting zone of the charging plot 

 

Fig. 5.26. Ending zone of charging plot 

 

            

                            Fig. 5.27. Training state after the 1st training (left) and plot after the 9th training 

 

      

Fig. 5.28. Training state after the 1st training (left) and plot after the 9th training 
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Figs.5.27 and 5.28 shows the differences of the gradient between the 1st training and the 9th training. In the 

second picture, the gradient which is in the range of 9.9079 e-5, which mean the accuracy is getting very high.  

 

                                Table 5.17.  Comparison between target value and the estimation 

  Min Voltage V] Max Voltage [V] 

Target 3.1907 4.1999 

After 1st Training 3.0603 4.1873 

After 3rd Training 3.1519 4.1915 

After 5th Training 3.1588 4.1956 

After 7thTraining 3.1770 4.1972 

After 9thTraining 3.1864 4.198 

 

Table 5.17 shows the comparison of the estimated values of the voltage for each estimation after the ith 

training of the NN. The minimum and maximum values are shown in order to make clear the differences and to 

observe the stability of the model.  

 

Fig. 5.29. Relative error of the estimated output 

Fig.5.29. shows the relative error calculated for every samples estimated. This plot can be divided in 3 zones, 

first one regarding to the first peak obtained in the 40th epochs, which the error is increasing because of the 

learning process and the dynamic changes. The second zone of this plot is the less dynamic characteristic, which 

continue around the 2000th epochs, when the third zone start to increase the error. By relating the plot of the 

relative error with the charging plot, these peaks error accumulation or increases comes because of the fact of 

the CCCV charging process, by the composition of two processes, when first stand for constant current (CC) 

and the second for the constant voltage (CV). After confirming the ability of this approach, it was possible to 

use it further for the battery pack of the EV’s.  

The obtained characteristics are adapted to the number of data cells equal to the process of JC08 mode and 

the scaled model. The first experiment was based on a new battery with 0 cycle usage. In order to make this 

model more applicable, the required data, and computational power have been reduced in this paper. As shown 

in Fig. 5.30, only the speed and battery voltage, i.e., without the current information, gives the estimated power 

consumption. Because the battery current has close relations between the speed and its slope, the ANN 

understands the relations.  
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Fig. 5.30. NN structure model for the Power and Energy Consumption 

 

 

Fig. 5.31. NN structure model (left) and performance (right) 

5.3.2 Testing 

As mentioned before, the data used as input data for this simulation are few, but in order to reduce the 

quantity of calculated data and time of processing, only 2 main input data are used for the training process, as 

speed of the car and voltage of the battery, which can be obtained easily through the sensors. The output will be 

the power consumption. If the other extra data such as the air resistance, running resistance, and/or acceleration 

resistance are used, the accuracy of the estimation is increased. Also, it is important to mention that in this study 

the temperature of the battery and the humidity of the room have been neglected. The experimental data are 

retrieved in 20 minutes and 4 seconds based on the JC08 test mode. The quantity of the data used as main input 

for this model is 2x3x1204 samples, which stands 2[input]x 3[vectors]x 1204[sec] in total makes 7224 samples. 

Each of these samples was obtained every 1 seconds. This simulation has been carried out by the PC: EPSON 

ENDEAVOR Model MR4700E with the specs, as shown in Table 5.18 

 

Table 5.18. Specifications of the PC used for this study. 

CPU i7 6700 3.40 GHz / L3 Cache 8MB 

RAM 8GB DDR4 / 2133 MHz 

HDD 1 TB 
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As shown in Table 5.18 all the computational power is concluded under a medium performance desktop PC. 

It was necessary to use such specs in order to increase the training processes of the ANN. However, it doesn’t 

mean that for the estimation process of the problem it is necessary to use i7 CPU. It can be carried out even by 

limited processing power the small single-board computers i.e., Arduino, FPGA, Raspberry Pi, etc. 

Fig.5.32 shows the simulated plot of the estimated power from the Li-Ion cell of 0 cycle after few learning 

stages. Its accuracy is satisfactory for the prediction of the battery power consumption based on the actual EV 

model and the use of LabVIEW as a comparison and adaptation of the scaled-down model. As shown in Fig.5.32, 

the estimation process is solid during all the simulation, with a good response in term of stability and continuity. 

The characteristics for the Power consumption of EV’s is very dynamic with fast changes and high peaks. The 

test is long and gives the opportunity to observe the natural behaviors which can be assimilated inside the ANN 

logic. 

 

Fig. 5.32. Comparison of the experimental data with the simulated data 

Figs. 5.33 & 5.34 show the estimation for different cycles. 

 

 

Fig. 5.33. Estimated value from different cycles. 
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Fig. 5.34. Zoomed zone during current peaks 

More the battery is deteriorated, more power and energy the EV will need in order to finish the test for the 

same conditions, so it means the power output of the battery will be reduced. By integrating the power vector, it 

is possible to obtain the energy characteristic, which helps to understand better the effect of the battery 

deterioration in the mileage autonomy of the EV. Fig.5.35 shows the plots of this deterioration. Through time 

it’s possible to calculate how much is the distance covered by the car, also to understand the differences of the 

mileage of the EV during deterioration. In the region of the highest current peak, the maximum difference from 

a new battery of 0 cycle to 300 cycles is 13% and from the new battery of 0 cycle to 500 cycles is 19%. When 

the Li-Ion cell get deteriorated at the maximum value of 500 cycles the difference is increased in a nonlinear 

proportion. Also, the nonlinearity of the characteristic is included in the estimation model as it’s showed during 

all the energy accumulation period. 

 

 
Fig. 5.35. Estimated value from different cycles. 

This non-proportional change of consumption due to the deterioration effect is really important to be 

absorbed by the ANN model. This can remove the linearize models, which can give an accuracy which is indeed 

in doubt most of the times. In order to increase the accuracy of this model it is necessary to create a correct and 

genuine database. This model cannot be used only to estimate the power or energy consumption, but it can be 

used as a classification model for the level of deterioration of the battery pack, modules or even in the scale of 

single cells diagnosis. 
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5.4 Applications & Conclusions 

In this chapter, an improved ANN model was proposed for the estimation of the power consumption of EV. 

The power consumption was accurately estimated with high accuracy, low computational power and within short 

time. The aim of this study is to simplify the difficulty of the real time diagnosis for the estimation of the battery 

supply by the rechargeable batteries and to excavate further for possibilities in the implementation of industrial 

applications. The proposed NN was processed in MATLAB and LabVIEW software. The first input data 

retrieved experimentally are overwritten by the data taken from the sensor in real-time from the dynamic process 

of EV. The estimated output was based on the single cell Li-Ion high-capacity type ICR18650PD, tested in 

ambient temperature of 25°C. The final version of the NN model structure was based only on speed and voltage 

input, so it requires only 2 data sample every second after training. All the calculation was processed in PC-

Desktop with medium specs, which makes it more practical for further implementation in small circuit. In the 

second part of the improvement, the further NN model was based on the same battery type model but with 20 

batteries with different deterioration level. The results obtained from experimental samples, demonstrate a good 

and stable generalization of the model. It was possible to estimate the power and energy of the EV from batteries 

with different cycles which makes possible to classify and categorize the deterioration of the rechargeable 

batteries. This information helps to indicate the maximum mileage of the EV, as well helps for the real time 

diagnosis of the SOH, providing foundations for further industrial applications. The future work will be based 

on the SOC online estimation which is important in application as charging station of EV or in other diagnosis 

fields.  

During the investigation of voltage waveform, the predicted method was developed by an GD-BFPNN 

model, based on simulation code which was processed in MATLAB, from the voltage characteristic of charging 

model of the Li-Ion battery. In the first part of this study, the experimental data was used from a typical BP 

network and by modifying the settings was achieved a prediction with not a good accuracy. But with the adaptive 

GD-BFPNN model the system was capable to predict and learn fast. The accuracy was very high and calculated 

very fast less than, 1 minute. By making possible to predict the charging voltage of a rechargeable battery as Li-

Ion, it can simplify the nonlinear and difficulty relation of some input variables in the fault detection diagnosis 

and real time prediction, for the industrial applications.  

The future work is to achieve a good result from the charging process of battery and to adapt the network to 

learn also from the discharging process in order to achieve a better understanding of the SOC and real time 

estimating diagnosis of battery. 

 

The main contribution of the author regarding the problems in this chapter are based on these 

publications: 

1) Published Journals 

a) M. Bezha and N. Nagaoka, “Improved ANN for Estimation of Power Consumption of EV for Real 

Time Battery Diagnosis”, IEEJ Journal of Industry Applications IA 2019/03(E) Special Issue on 

Motion Control and its Related Technologies, Vol.8, No.3, pp.532-538. 

2) International Conference Papers  

a) M. Bezha and N. Nagaoka, “Diagnostical system for the Rechargeable batteries in future 

application”, 6th T.I.M.E Doctoral School on Vulnerability, Risk and Resilience of Complex 

Systems and Critical Infrastructures, Centrale Supélec, Université Paris -Saclay, Paris, France, 23-

27 October (2017). 
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b) M. Bezha, N. Nagaoka, “An ANN for Estimation of Power Consumption of EV/HEV for Real Time 

Battery Diagnosis”, SAMCON IEEJ International Workshop on Sensing, Actuation, Motion 

Control and Optimization, Tokyo Denki University, Tokyo, Japan, 6-8 March (2018). 

c) M. Bezha, N. Nagaoka, “Predicting Voltage Characteristic of Charging Model for Li-Ion Battery 

with ANN for Real Time Diagnosis”, IEEJ & IEEE IPEC2018 International Power Electronics 

Conference, Niigata, Japan, 20-24 May (2018). 

d) M. Bezha, R. Gondo, N. Nagaoka, “A Dual ANN Model for Estimation of Internal Impedance of 

rechargeable cell battery”, IEEE 53rd International Universities Power Engineering Conference, 

4th-7th September (2018), Glasgow, Scotland, with co-author Ryo Gondo and Prof. Naoto Nagaoka. 

e) Ryo Gondo, M. Bezha, Makoto Ishii, Takahiro Shoda, Tomoyuki Suzuki, N. Nagaoka, 

“Development of Scaled Simulator for Designing Power Storage System”, IEEE 54th International 

Universities Power Engineering Conference, UPEC 2019, Bucharest, Romania, 3rd-6th September 

(2019) 

f) M. Bezha, N. Nagaoka, “A fast diagnosis for classification of re-used Li-Ion batteries for PV and 

EV systems by the ANN model”, IEEE 8th Global Conference on Consumer Electronics-GCCE 2019, 

Osaka, Japan, 15-18 October (2019) 

g) K. Yamamoto, M. Bezha, Y. Baba, N. Nagaoka, "Investigation of voltage and current measurement 

of Li-ion battery with a BMS" 13th ISET/ISS & 6th ISLH Conference, Chonburi, Thailand, 29-30 

November (2019),  
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6. Equivalent Circuit Model & Mathematical Modelling 
This chapter will explain the electrical circuit compositions of the batteries with the proposed models. Their 

complexity, pros and cons of each of them of the internal impedance and their parameters will discussed. In 

addition, the proposed procedure of the parameter estimation will be explained which includes the physical 

meaning of the values. Another important matter is the mathematical modelling for the used methods; it will be 

explained in order to simplify the chemistry difficulty, which is a quite complex. Also, a solving method for the 

high nonlinearity of the battery parameters will be one of the main focus in this chapter, and finally the 

application field and approaches will be explained briefly in the end of this chapter.  

6.1 Introduction  

Due to the exponential increase of the rechargeable batteries market, especially high demand for Li-Ion 

batteries, it requests the fundamental understanding and mathematical modelling explanation, and the 

simplification of the high order equations. By achieving these, it is possible to incorporate these models inside 

the battery management system or in the embedded circuits. Many researchers from different majors and fields 

contribute from their respective background in the battery field for an improvement of the storage system. 

Features like; increase of capacity, current ration, stable voltage, better internal impedance, longer lifetime, better 

thermal and mechanical stability, lighter, wider range of voltage and shapes for industrial applications. However, 

without understanding the fundamentals, or even investigating further in the simplification of the complex 

models, it is impossible to advance in the battery field. The electrochemical burdens and their complexities 

introduce a big barrier for the further improvements. Even a pivotal contribution can hence be made by 

explaining the fundamentals in a coherent manner. Due to this offering possibly would enable scientist and 

researchers from multiple domains appreciate the bedrock principles and continue further investigation. Battery 

is mostly an electrochemical system, and any level of understanding cannot shift this premise. The common 

approach to run from the electrochemical models to algorithms used for the real-time estimation or diagnosis 

systems on a microchip it is physics based. This chapter will explain the electrochemical modeling which is 

derived from thermodynamics and a physics-based model order, also the mathematical model order and high 

nonlinearity reduction approach. As an important example of the electrochemical complexity, is the 

charging/discharging process which introduces difficulties for the normal operation. This chapter focuses on the 

battery modelling parameters, the most appropriate order of ECM’s, methodology, and classification of the 

deterioration. 

The technology of portable energy storage is rapidly improving due to the need for high-energy capacity and 

fast charging capabilities. This is further compounded by the desire for smart and autonomous devices. In all 

battery systems from the small portable devices to large-scale storage systems, improvements in the battery 

manufacturing technology is the main goal for high technology battery companies and electric vehicle 

manufacturers. For mobile computer manufacturers, the operating time is still the weak point while the chips 

and operating systems are becoming more efficient in terms of saving power. The dynamic characteristic of the 

battery, i.e., the operational characteristics of the battery driven equipment, is closely related to the State of 

Charge (SoC) and the maximum chargeable/dischargeable current. This is because the maximum battery current 

is limited by the terminal voltage, which depends on the SoC and the internal impedance of the battery. As 

explained and confirmed in [140, 141], the internal impedance can be expressed by a resistor, which expresses 

the voltage drop in a high frequency region, and some RC parallel circuits, which expresses the transient 

characteristics of the battery. On the other hand, the battery health is a key factor in improving and advancing 

new technologies. An accurate lifetime estimation and diagnosis of deterioration become an important task in 

order to increase the battery capacity. The internal impedance is known as an index of the battery deterioration. 

It is necessary to develop a diagnostic system, which can operate without removing the battery so as to maintain 

the normal operation of the processes. The aging of the rechargeable batteries is a concern, especially when they 
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are used for applications that could potentially have long-life usage. The battery can efficiently operate only 

inside its safety zone when a practical and accurate diagnosis system is installed [190]. An estimation method 

for the internal impedance, which is one of the key parameters determining the battery deterioration, has been 

proposed based on the circuit theory with different approaches to estimate the internal impedance directly or to 

relate factors that contribute to the battery deterioration, as explained in [139, 140, 141, 144, 145, and 190]. The 

computational time and memory requirements of the on-board diagnostic system are points that need to be 

improved. This research introduces an improved parameter estimation method based on Artificial Neural 

Network (ANN) logic. The battery terminal voltage and the load current waveform are used for the estimation 

of the parameters. By dividing the frequency characteristic into two regions, an accurate evaluation of the 

maximum current and the capacity fade of the battery can be estimated. The deterioration level and discharging 

rate was increased for a better generalization algorithm. 

During charging or discharging processes, the Li-Ion undergoes diffusion inside the solid porous electrodes. 

The porous electrode region is abstracted to be composed of individual particles, which are assumed to be spheres 

of finite radius, that interact with the electrolyte that surrounds each particle. 

The most simplistic representation of the mass conservation in the solid phase is provided by the Fick’s law 

of diffusion in the spherical coordinates. This logic is given by: 
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t r rr
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 (6.1) 

where csi is the concentration of lithium in the solid particles, when i=p, n providing an index for either the 

positive or negative electrode. The spherical symmetry results in the boundary condition at the center of the 

sphere. 
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It should be mentioned that the concentrations of the solid and the electrolyte phases are connected by the 

condition at the surface of the particles. At the surface, the flux of lithium is given by the pore wall flux given 

by the charge transfer reaction. 
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It is necessary a fundamental explanation and description of mass and charge flux in the solution phase it is 

necessary to derive the mass and charge balance equations in the electrolyte region. The framework is derived 

in this subsection. Based on the concentrated solution theory and from [8], the flux is defined as  

 N ci i i i =   (6.4) 

where i  is the mobility of ion i, which is given by the Einstein relation as below: 
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Di

i
k TB

 =  (6.5) 

where Di is the mass diffusivity, kB the Boltzmann constant, and T is the absolute temperature. Related to the 

mass flux, a current flux can be defined as well 

 J z eNi i i=   (6.6) 

But for other systems as the electrochemical one, μi is constructed including the contribution from the 

activity ai, charge on the ion zi and the electronic charge e, as well as the potential ϕ, as shown below. 

 ln( )k T a z ei i iB = +   (6.7) 

The activity parameter   is related to concentration ci through the activity coefficient γi via the relation ai=ci 

γi, from this  

 [ln( ) ln( )]k T c y z ei i i iB = + +  (6.8) 

and 

  [ln( ) ln( )]k T c k T y z ei i i iB B
  =  +  +  (6.9) 
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   (6.10) 

Derived from the above equations, the flux can be expressed as follow: 
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The above equation can be further simplified. 
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Where the electric conductivity σi is expressed as: 
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From the above equation, the flux is derived 
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The conductivity of the electrolyte is defined as the sum of conductivities of the ions i i =  . Electro 

neutrality is invoked to identify that ci=c+=c-=c. The current density is 

 i e c z De i ii
 = −  −   (6.15) 

 
ln( )

1
ln( )i

ic z Di i ci

e


 


= − + 


 
− 

  
  (6.16) 

 
ln( )

ln( ) 1
ln( )

iB

i i

ic
ci

k T

e z


 

 
= − + 



 
− 

  
  (6.17) 

Where the final relation is expressed as the total current density in the electrolyte derived from the 

conductivity matter. Also, this expression is same in terms of diffusivities 
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Another important physical explanation is required to explain the mass conservation in the electrolyte in 

liquid phase. 
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and the electrolyte potential is expressed as  
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In order to eliminate the electrolyte potential from the equation for the mass flux. 
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In case of a porous electrode, the conservation equation is used for the fractional volume occupied by the 

electrolyte. As the concentration is defined in terms of the pure electrolyte, the conservation is expressed as 

below: 

 
i i

ci
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  (6.22) 

The corresponding equation for the mass flux is given by 

 N ci i i i = −   (6.23) 

By some modifications, it results in 
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Also, the mass flux had the corresponding divergence given by 
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By a further simplification for univalent ion  
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The equation which includes the Li+ ions is 
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Where the total chemical diffusivity is expressed ( )t D t D D+ =+ −− + , and ,t t− +  are the transference 

numbers of the ions. 
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Further substitutions in the mass conservation equation 
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Expressed in molar units  
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In order to avoid proliferation of variables ie is considered to be in molar units, A/m2. This rate of 

consumption is expressed through the Faradays law as below 

 , ,
ieR a jp n p n
F

= = +   (6.31) 

The mass flux of lithium due to this reaction is defined in terms of the surface areas of the particles of the 

active material. In order to include this quantity into the conservation equation that is defined for a unit volume 

of the electrode, it is multiplied by the specific surface area per unit volume of the electrode expressed by ap,n. 

Conventionally p and n are used for the positive and negative electrode regions. The mass conservation equation 

is expressed by: 
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  (6.32) 

 

Fig. 6.1. Region of Li2MnO3-LiNixMn1-xO2 solid solution painted in pseudo-ternary phase diagram [1]. 

 

6.2 Parameter estimation of internal impedance  

Rechargeable batteries are crucial for the technological advancement when it comes to autonomous systems 

and devices. Different types of ECM have been proposed by the researchers, which helps us to understand and 

explain the chemical composition or electrochemical reaction of the rechargeable batteries. These circuits have 

different degrees of complexity and nonlinearity, which can express different behaviors. The response is different 

because it is highly dependent on the type of the rechargeable battery. 
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6.2.1 Battery Equivalent Circuits 

At a selection of ECM, the following characteristics of the model must be taken into consideration. Firstly, 

the model can explain the battery behavior including the DC and transient characteristics, or not. Secondly, there 

must be trade-offs between performance and cost in some points, such as accuracy, complexity of the model, 

experimental and computational time, in order to provide a cost-efficient system in the end. In general, these 

models can be divided into three main groups: 

1) Electrochemical models, 

2) Mathematical models, 

3) Electric equivalent circuit models. 

Despite the fact that the electrochemical model can accurately explain the operational characteristics of the 

battery, these models unfortunately have high complexity. This introduces new problems such as the degradation 

of Li-Ion is often caused by harmful side-reactions inside the battery, where lithium plating is a typical example 

that consumes cyclable lithium.  Usually side-reactions depends on the overpotential. In case when the 

overpotential can be estimated, then some algorithms can be developed to minimize the side-reactions inside the 

cell, which results in improved battery reliability. To estimate the electrochemical states, an accurate and 

computational efficient electrochemical model is required however it requires a long computational time for the 

calculations [191-193]. 

Mathematical models are based on the derived equations from the data retrieved through experiments. The 

high grade of the equations and nonlinear behavior of the battery makes these models unable to fully explain and 

estimate the variables and the phenomenon, which happens during operation [193-195]. Electric equivalent 

circuit models are very suitable for the purpose of real-time estimation due to their simplified mathematical and 

numerical approach. Many types of the equivalent circuit have been proposed and each are suitable for a specific 

purpose, such as studying the DC or transient characteristics as explained in [139,144]. 

Several examples of the equivalent circuit of a battery are shown in Fig. 6.2a–c, based on their scale of 

complexity. Fig. 6.2a illustrates the simplest model that is composed of a resistor and an internal voltage source. 

Although the model can explain and shows satisfactory accuracy in calculating the DC characteristic, it cannot 

express the operational characteristic during the dynamic process, i.e., the transient behavior of the battery. Fig. 

6.2b shows a more complex equivalent circuit of the battery. The impedance of the model that consists of a series 

resistor RB0 with an RC parallel circuit (RB1 and CB1) can be written by the first order rational function. Fig. 6.2c 

illustrates a more sophisticated model that is expressed by a high-order rational function.  

 

                     

                          (a)                    (b) 
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(c) 

Fig. 6.2. (a) Simplest conventional model. (b) First order model. (c) High order model. 

Although the accuracy of the model increases with an increase in the number of RC circuits, the estimation 

of the parameters becomes difficult. The internal voltage in each model V0 expresses an open-circuit voltage 

(OCV) of the battery. In general, the OCV is determined by its SoC and it shows only small changes in its value 

due to the deterioration effect.  

 

a) Conventional Modelling 

Different methods and approaches, which estimate the deterioration of the batteries, have been proposed. 

Despite the fact that the frequency characteristics of the internal impedance can be accurately measured based 

on the AC superimposition method, still it requires a removal of the battery, even for dynamic systems like EV, 

HEV, PHEV [196]. This method cannot be used during operation as an online process. The frequency 

characteristics can be obtained from the battery voltage and current waveforms, i.e., transient responses with 

discrete Laplace Transform (DLT)) [142, 181, 197]. Although this method is applicable for diagnosis during 

operation, still requires a long computational time in order to obtain the characteristics at a wide frequency range. 

Different proposed methods are based on a logarithmic segmented Laplace Transformation as already confirmed 

and explained in [193], as well explained in exponential & logarithmic Fourier transformation applications in 

[198, 199]. This method makes possible to study the wideband characteristics. This algorithm simplifies and 

reduces the complexity, and also a low-cost diagnostic system can be realized. However, it needs to secure the 

numerical stability.  

.  

b) Proposed Model 

The ECM applied in this thesis are shown in Figs. 6.3 and 6.4. It is provided by a modification of the electric 

equivalent circuit shown in Fig. 2c. This ECM consists of the second order circuit with the capacitor C∞ 

connected in series. The invers of the capacitance corresponds to the slope of the voltage shown in Fig. 6.5 The 

need to insert this capacitor is also clarified to explain the dynamic characteristic from the experimental results. 

The series capacitor expresses the characteristic of the battery in a low frequency region. For example, it explains 

the changing speed. In addition, the capacity fade can be detected by the capacitance C∞. Based on different 

problems and the required accuracy or level of complexity a 2nd order or 3rd order model shown in Figs. 6.3 and 

6.4 is acceptable for elevated quality of estimation. Different investigations are made by the author based on 

these two models. In further pages it be shown the possible usage and results. Fig. 6.6 shows an example of a 

capacity fade of a Ni-MH battery cell.  
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Fig. 6.3. Proposed equivalent model of 2nd order. 

 

 

 

Fig. 6.4. Proposed equivalent model 3rd order 

 

 
Fig. 6.5. Voltage characteristics of a Li-Ion battery during a constant current charging 

 (ICR18650PD, 1 sample/s). 

 

 

 

Fig. 6.6. Capacity fade vs. number of charging/discharging cycles. 
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 The composition of the proposed diagnosis method is based on two steps. First, the hardware is developed 

to obtain the experimental data, which will be used for the training model of ANN. In the second step, this ANN 

is used in order to estimate the desired characteristics.  

The circuit is based on that described in [156], which can charge and discharge Pb, Ni-MH or Li-Ion battery 

by an arbitrary current waveform. In addition, the measured voltage and current waveforms are saved to an SD-

card.  

 

c) Diagnostic Approach by the Proposed Circuit  

From the comparisons of the characteristics and estimated values between the different types of batteries, 

the credibility and accuracy of the proposed method can be confirmed. The Li-Ion battery shows many 

advantages compared to the other types of batteries. Figs. 6.7 and 6.8 shows the characteristics of the Li-Ion cell 

battery.  

Table 6.1 shows the main specifications for the Li-Ion battery used in this study, cylindrical single cell 

18650. 

 Table 6.1. Primary Specifications of Li-Ion cell. 

Model ICR18650PD 

Diameter 1 18.3 s ± 0.2 

Height 1 64.95 + 0.15/−0.30 

Weight 2 (g) 46 

Max. voltage 3 (V) 4.2 

Max. current 3 (A) 2.25 

End voltage 4 (V) 2.75 

Max. current 4 (A) 6 

Nominal voltage (V) 3.7 

Minimum capacity (mAh) 2250 

Type High-Capacity type 
1 Dimensions of fresh cell without tube, 2 Approximate values. 3 Charge (CCCV), 4 Discharge (CC). 

 

 

Fig. 6.7. Charging characteristic of ICR18650PD Li-Ion cell during CCCV mode. 
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Fig. 6.8. Discharging characteristic of ICR18650PD Li-Ion cell during CCCV mode. 

 

The experiments conducted in this study were made at 25°C as a constant ambient temperature, during the 

practical test in room size, not inside the chamber of a typical of industrial devices, where the temperature is 

highly monitored and maintained constant with error of ±0,25°C. Instead of that the device was tested in a normal 

laboratory room where the temperature can change with different rate than that of a closed chamber. It must be 

clear that this method is not based on temperature-compensated model like [200, 201], due to constant 

temperature at 25°C, also some data are obtained from experiments conducted at 30°C, which are inserted in the 

ANN database. The Ni-MH battery chemistry is a hybrid of the proven positive electrode of the sealed Ni-Cd 

battery with the energy storage features of metal alloys based on development for advanced hydrogen energy-

storage concepts. Its discharge voltage profile is relatively flat, and it has a lifetime of several hundreds of cycles 

regarding the recharge capability. When it comes to high rate discharges it’s very efficient and capable of 

delivering such power without causing instability for the operation. Ni-MH retains 50-80% self-discharge rate 

within 12 months. It’s lighter than Lithium batteries as well can be recycles for a better environmental-friendly 

effect. Table 6.2 shows the specification for the Ni-MH used in this study. 

Table 6.2. Primary Specifications of Ni-MH Panasonic-BSG cell. 

Model HHR-380A 

Diameter 17 

Height 67 

Weight (g) 53.52 

Nominal voltage (V) 1.2 

Discharge Rate (mA) 740 

Standard Charge Current (mA) 370 

Rated capacity (mAh) 3700 

 

 

Fig. 6.9. Charging characteristic of HHR-380A Ni-MH 2 cell in series during CCCV mode. 
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Fig. 6.10. Discharging characteristic of Ni-MH 2 cell in series during CCCV mode. 

 

Figs. 6.9 and 6.10 shows the characteristics of a Ni-MH battery obtained by the CCCV charging and 

discharging, respectively. In the experiments, two Ni-MH batteries are connected in series, because the voltage 

across the cell is lower than the voltage specification of the developed charging/discharging circuit. The rated 

capacity of each battery is 3.7Ah and is charged/discharged by a current rate of 0.2C, 0.5C, 1C. 

Lead-acid battery known as Pb battery is the most common rechargeable battery. Despite having a very low 

energy-to-weight ratio and a low energy-to-volume ratio, its ability to supply high surge currents means that the 

cell has a relatively large power-to-weight ratio. This battery has few advantages and drawbacks. Despite the 

drawbacks, still Pb batteries are very used in low budget projects or in initial low-cost situation investment. The 

chemical composition of Pb batteries is well known to be very complex compared with other commercial battery 

technologies. With the new Japanese Pb batteries technology by Hitachi Ltd. (Tokyo, Japan), producing with 

Pure Lead, Punching Carbon technology (PPC), which have improved the capacity, discharging rate, lifetime 

and environmental applicability. But in this study a common Pb battery was used, without the cutting-edge 

technique of PPC, Table 6.3 shows the specifications of a deep-cycle type Pb battery used in the experiment. 

Figs. 6.11 and 6.12 show the Pb characteristics during charging/discharging. 

 

Table 6.3. Primary Specifications of the valve-regulated lead-acid battery. 

Model of Product NP3-6 

20-h Rated Capacity 3.0 Ah 

Nominal Voltage 6 V 

Maximum Charging Current 0.25C20 (= 0.75 A) 

Maximum Discharging Current 3C20 (= 9 A) 

Temperature Range −15 to 40 °C 

Cutoff Discharging Current 

5.25 V (under 0.2C20) 

5.10 V (0.2C20 to 0.5C20) 

4.65 V (0.5C20 to 1.0C20) 

3.90 V (over 1.0C20) 
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        Fig. 6.11. Characteristic of NP3-6 Pb battery during CCCV charging mode. 

 

 

Fig. 6.12. Characteristic of Pb battery during CCCV discharging mode. 

 

As already mentioned in the previous section, the proposed method divides the estimation region into two 

frequency regions. The regions can be specified in a time domain that uses the ANN as its input signal. The 

conditions are: 

1 1
,

1 22 max min

t T
f f

                                              (6.33) 

 

 (where Δt1 represents the time step of the first (high) frequency region, T2 is the maximum observation time 

of the second (low) region, fmax is the maximum observation frequency and fmin is the minimum frequency 

resolution. The sampling method is based on the results from Equation (6.33). The number of the samples for 

each region is composed based on the following equation:   
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where Nk is the number of samples of the k-th section, Nreg (=2) is the number of regions and ε is the overlap 

coefficient. During the high frequency region, the sampling time was constant with the same Δt. Furthermore, 

in the low frequency region, the sampling time was constant in order to maintain the same characteristics. 
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A main focus for this study involves finding the optimal frequency regions (OFR) in order to explain and 

estimate the deterioration of the batteries based on the values of the ECM parameters. From one battery type to 

another one, the best OFR will be different. Li-Ion is a high-performance energy battery with very low memory 

effect and long last cycle performance. In contrast, Ni-MH is affected by the memory effect and will 

approximately lose up to 35% of their stored energy in 3 months (up to 40% for Ni-Cd battery). Compared with 

the lead acid battery, it self-discharges the same amount in one year.  

Figs. 6.13 and 6.14 explains the relation between the equivalent circuit and the electrochemical meaning of 

the internal impedance using the Cole–Cole plot. The parameters R0, R1 and C1 are obtained through the high 

frequency sampling mode. The other parameters obtained through the low frequency sampling mode explain the 

transient characteristic of the kinetically controlled region, which is closely related to the SOH. 

 

 

Fig. 6.13. Relation of variables of 2nd order in the frequency response. 

 

 

Fig. 6.14. Relation of variables of the 3rd order in the frequency response. 

 

As shown in Figs. 6.13 and 6.14 the ECM is more complex in the last one, although the frequency response 

might seem similar, in the case of higher order it is shifted a little more in the right, making the high frequency 

zone response wider in appearance. 
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In Fig. 6.15 is shown the typical frequency borders. Point A is positioned with the frequency of 1 MHz and 

is related to electronic conductivity, Point B at 1 kHz is obtained through the SEI film and Point C at 10 Hz is 

related to the charge transfer at the electrode/electrolyte interface. Point D at 10 mHz expresses the diffusion in 

the electrode and electrolyte phase. The lowest frequency region Point E occurs at 1 mHz, which has a state of 

charge that changes during the impedance measurement. 

 

                                  

Fig. 6.15. Cole–Cole plot impedance characteristics through the frequency spectroscopy. 

Table 6.4 shows the regions with a specific frequency range, where the minimum frequency value of the 

low frequency region is 10mHz and it increase with 1,2 and 3 decades, maintaining same minimum frequency 

for each case. Same for the high frequency region, where the minimum value is 10Hz and it increase up to 

10kHz.  Table 6.5 shows the proposed combinations for a further accurate investigation in order to be used for 

the proposed estimation method. The author of this present study is aware that the combinations are infinitive 

but this study wants to maintain a possible and actual scenario for measurements and simultaneously simplify 

the dividing range. 

 

Table 6.4. Frequency of regions. 

Low Freq. High Freq. 

10 mHz–100 mHz 10 Hz–100 Hz 

10 mHz–1 Hz 10 Hz–1 kHz 

10 mHz–10 Hz 10 Hz–10 kHz 

 

 

Table 6.5. Proposed combinations. 

Cases Low Freq. High Freq. 

Case 1 10 mHz–100 mHz 10 Hz–100 Hz 

Case 2 10 mHz–100 mHz 10 Hz–1 kHz 

Case 3 10 mHz–100 mHz 10 Hz–10 kHz 

Case 4 10 mHz–1 Hz 10 Hz–100 Hz 

Case 5 10 mHz–1 Hz 10 Hz–1 kHz 

Case 6 10 mHz–1 Hz 10 Hz–10 kHz 

Case 7 10 mHz–10 Hz 10 Hz–100 Hz 

Case 8 10 mHz–10 Hz 10 Hz–1 kHz 

Case 9 10 mHz–10 Hz 10 Hz–10 kHz 
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In each case, depending on the battery type, we will show and will try to explain which case is more 

appropriate to use in order to reduce the point of frequency for an optimal calculation time/accuracy rate. In 

[144], the low and high frequency regions were wide in order to explain the physical meaning of each variable 

for the proposed ECM. However, the most efficient region will be investigated in this study.  

 

6.3 Methodology and Models  

6.3.1 Designing the optimal structure 

 The proposed ANN method is processed in MATLAB R2018b, and the hardware specifications of the PC 

used in this study are shown in Table 6.6. The author believes that it is necessary to show the computational 

power which was used to perform this process. 

Table 6.6. Hardware Specifications. 

CPU i7 6700 3.40 GHz / L3 Cache 8MB 

RAM 8GB DDR4 / 2133 MHz 

HDD 1 TB 

 

During the training process that is the first step, the selection of the most appropriate NN configuration is 

crucial. The typical structure of the ANN is composed of an input layer, a hidden layer and an output layer. The 

input signals are multiplied by the weights before being calculated through the mathematical function, which 

expresses the activation of the neuron. The next necessary step of the process is to compute the output of the 

neuron. A higher weight of the artificial neuron expresses a strong relation with the input. It expresses that the 

specific input is more significant. The neuron is inhibited by the negative weight. Depending on the weights, the 

state of the neuron will be changed. The output is optimized by adjusting the weights of an artificial neuron 

according to the specific inputs, i.e., by learning with a “teacher.” This is the main role of the ANN in the training 

phase for finding an algorithm in order to obtain the desired output from the NN automatically. The relation 

between the input and output is shown in Equation (6.34):  

              1

R
a W p b

ij i i
i

= +
=          (6.34) 

where Wij is the weight, p is the input and a is the output. As explained in [141, 148, 149, 186, 198] the 

weight between the i-th neuron of the (k−1)-th layer and the i-th neuron of the k-th layer is defined as Wij, k. in 

order to define the most appropriate adapted values. 
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 (6.35) 

where 0 < α < 1 and E = 1/2 ∑(yi − bi)
2, i = 1…n, yi is i-th actual output and bi is i-th simulation output. 

In addition to this, the time series prediction approach is applied for the Linear Prediction Error Methods 

(L-PEM), which can be applied to different arbitrary model parameterizations. One of the positive things of this 

method is that it can be applied to a wide region of model parameterizations. Based on the previous samples as 

in the case of x(t −Δt), x(t −2Δt), …., x(t − kΔt), the value of x(t) needs to be predicted. The required value can 

be expressed as a function of the previous k samples: 
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In Equation (6.36), the left side of the equation expresses the one-step-ahead prediction of the output and 

Ф is an arbitrary function of the past-observed data. If the function Ф is linear, the prediction is called a linear 

PEM, which is expressed in Equation (6.37). In the case that the last data set is composed of linear combinations 

of the k previous ones, the objective is to find Өi, which is a vector coefficient. The optimum weight Өi is obtained 

as a solution of (6.38) and it can be found by minimizing the distance between the predicted outputs X  from the 

measured results x(t). With the help of Equation (6.38), it is possible to obtain the optimum weight Өi. With 

more data, it can be easier to see a convergence. 
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=
 (6.38) 

In this study, the improved dual ANN structure is proposed in order to obtain the parameters, which are 

related to one of the specific frequency regions. As in the previous study, theoretically the parameters of the 

equivalent circuit will be obtained from a pair of the battery voltage and current waveforms during its operation. 

The internal voltage is expressed as a function of the SOC. The series resistor R0 and the parallel R1C1 circuit in 

Figs. 6.3 and 6.4 explains the voltage drop in a high frequency region and the other RnCn circuit with the series 

capacitor C∞ expresses this in the low frequency region. The transient characteristic of the battery can be 

expressed by the circuit. 

During an investigation based on this explanation, the author has used a 3rd order model as shown previously 

in Figs. 6.4 and 6.14. On this study an investigation of ANN structure based on the parameters of ECM were 

divided in two main groups, one group related with high frequency region (HF) and the other group related with 

low frequency region (LF). The parameters if IZ obtained from each of these two regions were divided into two 

groups, real components and imaginary component. Two change the words, the ANN structure was based on 4 

main inputs ZHF
Re and ZHF

Im are the input obtained in the high-frequency sampling mode, and ZLF
Re and ZLF

Im 

are the input obtained in the low-frequency sampling mode. 
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Fig. 6.16. ANN structure for the proposed model 
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The number of frequency points used is 200, which for the proposed ANN. It means the number of the input 

cells is 400, 200 cells are for real components and the other 200 for the imaginary components of the internal 

impedance. Fig. 6.16 shows the structure of the NN model.  

 

For the training process were used 6 different Li-Ion cell battery with same specifications as shown in Table 

I, but with slightly differences in deterioration level. Also, in this study were used different settings al the ANN 

algorithm in order to tune the most appropriate estimation.  

 

Tables 6.7 and 6.8 show the estimated parameters with those of the conventional model calculated by NF 

As-510-LBA based on AC superposition method. With this device, the calculation time including the impedance 

measurement is 30-40 minutes depending by the number frequency points and other settings. The estimation 

time of the proposed model was very fast after the optimization of the NN model by the training process. The 

best case was obtained within 30 seconds. Also, the response was solid during all the estimation process for all 

the 6 different cases used in the experiment.  

 Two cases were investigated; 

case 1: 1 hidden layer with 11 neurons, and case 2: 1 hidden layer with 20 neurons.  

Must be said that NN structure with 2 hidden neurons were investigated and their results were very 

satisfactory, however the focus of this investigation was the simplification of the model than the elevated 

accuracy.  

 

         Table 6.7. Estimated ECM parameters Case 1                Table 6.8. Estimated ECM parameters Case2   

 

 

 

 

 

 

 

 

 

         

Table 6.9. Training Performance Comparison from Different Functions and Discharging Ratio 

Training 

Function 

Discharging Current 

0.25C 0.3C 0.5C 

step time(s) step time(s) step time(s) 

traingdm 390 38 298 33 225 20 

trainbfg 16 4 17 5 14 4 

trainlm 8 3 9 3 8 3 

 

The data used during the training for the proposed ANN were 400 cells, respectively 200 cells for each 

component, real and imaginary component of the internal impedance. Error was less than 3% in the worst 

scenario for the 1-hidden layer structure (Table 6.7). Another important thing to be mentioned is the necessity 

PARAMETERS Estimated Measured 

R0 (mΩ) 45.15 44.85 

R1 (mΩ) 21.145 21.21 

R2 (mΩ) 28.12 27.95 

Rn (mΩ) 55.8 56.1 
C1 (KF) 0.86 0.91 
C2 (KF) 1.19 1.21 
CN (KF) 1.87 1.85 

C∞ (MF) 3.38 3.42 

PARAMETERS Estimated Measured 

R0 (mΩ) 47.65 46.9 

R1 (mΩ) 22.265 22.35 

R2 (mΩ) 31.12 31.05 

Rn (mΩ) 57.2 56.87 
C1 (KF) 0.86 0.91 
C2 (KF) 1.14 1.19 
CN (KF) 1.95 1.914 

C∞ (MF) 3.57 3.52 
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of the initial value in the conventional methods, due to the high non-linearity of the ECM. However, the initial 

value is not required in the proposed method. 

Now turning back for the study based on 2nd order model, as shown in Fig. 6.17. In the ANN structure, the 

inputs U and I are the data are genuine one obtained from the devices as illustrated in Fig. A1-A2 [137] explained 

in Appendix. In each frequency region, the desired outputs, i.e., the circuit parameters are estimated. This is 

similar with the structure confirmed and explained above, i.e., a single ANN structure.  

 

 

(a)                                 (b) 

Fig. 6.17. ANN structure for the proposed model: (a) structure used for high frequency region and (b) 

structure used for low frequency region. 

 

Table 6.10 shows the results of the previous study for the wide frequency range. This was the most accurate 

case, especially based on the Li-Ion battery estimation. 

 

                                                    Table 6.10. Estimated Circuit Parameters. 

Parameters Measured Estimated 

R0 (mΩ) 48.3 46.65 

R1 (mΩ) 2.3 2.46 

Rn (mΩ) 58.2 56.35 

C1 (kF) 0.7 0.721 

Cn (kF) 1.88 1.81 

 C∞ (MF) 3.58 3.69 

 

The estimated cases are shown as below. In these estimations, the data obtained from some deteriorated 

batteries are included in order to emulate a real situation for estimating SoH. In simple words, it means that a 

generalized estimation model of the battery deterioration. Tables 6.11 - 6.19 shows the results and comparison 

for each of 9 cases shown in Table 6.5.  
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.      Table 6.11. Results of Case 1. 

Parameters Measured Estimated 

R0 (mΩ) 47.9 55.18 

R1 (mΩ) 2.4 2.81 

Rn (mΩ) 57.5 67.85 

C1 (kF) 0.65 0.54 

Cn (kF) 1.9 1.61 

 C∞ (MF) 3.5 4.1 

Table 6.12. Results of Case 2. 

Parameters Measured Estimated 

R0 (mΩ) 50.2 55.3 

R1 (mΩ) 2.42 2.13 

Rn (mΩ) 59.1 51.95 

C1 (kF) 0.75 0.65 

Cn (kF) 2.1 2.39 

 C∞ (MF) 3.74 4.13 

Table 6.13. Results of Case 3. 

Parameters Measured Estimated 

R0 (mΩ) 50.8 57.09 

R1 (mΩ) 2.46 2.12 

Rn (mΩ) 58.1 52.11 

C1(kF) 0.82 0.93 

Cn (kF) 1.9 1.65 

 C∞ (MF) 3.65 3.22 

Table 6.14. Results of Case 4. 

Parameters Measured Estimated 

R0 (mΩ) 49.2 57.95 

R1 (mΩ) 2.38 1.94 

Rn (mΩ) 58.9 70.03 

C1 (kF) 0.85 1.02 

Cn (kF) 1.94 2.27 

 C∞ (MF) 3.62 3.04 

 

Table 6.15. Results of Case 5. 

Parameters Measured Estimated 

R0 (mΩ) 51.3 47.7 

R1 (mΩ) 2.43 2.22 

Rn (mΩ) 59.7 64.17 

C1 (kF) 0.74 0.82 

Cn (kF) 1.95 2.15 

 C∞ (MF) 3.7 4.03 
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Table 6.16. Results of Case 6. 

Parameters Measured Estimated 

R0 (mΩ) 50.5 53.01 

R1 (mΩ) 2.35 2.18 

Rn (mΩ) 59.2 63.94 

C1(kF) 0.78 0.84 

Cn (kF) 1.87 1.735 

 C∞ (MF) 3.72 4.01 

Table 6.17. Results of Case 7. 

Parameters Measured Estimated 

R0 (mΩ) 48.9 50 

R1 (mΩ) 2.32 2.45 

Rn (mΩ) 58.9 60.7 

C1 (kF) 0.81 0.75 

Cn (kF) 1.92 1.81 

 C∞ (MF) 3.61 3.69 

 

Table 6.18. Results of Case 8. 

Parameters Measured Estimated 

R0 (mΩ) 49.3 50.2 

R1 (mΩ) 2.35 2.43 

Rn (mΩ) 59.3 60.6 

C1 (kF) 0.85 0.87 

Cn (kF) 1.95 1.89 

 C∞ (MF) 3.65 3.72 

 

Table 6.19. Results of Case 9. 

Parameters Measured Estimated 

R0 (mΩ) 48.3 46.65 

R1 (mΩ) 2.3 2.46 

Rn (mΩ) 58.2 56.35 

C1 (kF) 0.7 0.721 

Cn (kF) 1.88 1.81 

 C∞ (MF) 3.58 3.69 

 

Based on the estimated values for 9 cases, Fig. 6.18 shows the absolute error values for each case. For each case 

of frequency regions, two columns are used to explain the minimum and maximum errors. In order to have a 

better generalization, the model has to also be aware of the different levels of deterioration. For each of the cases, 

the numbers are different because all the measure was made at different cycles of usage. 

It is clear that even in Fig. 6.19, the cases 7–9 achieve the lowest error. For R0, Rn, C∞, the cases 7 and 8 

have almost the same accuracy, which means that if you want to estimate the SOH, we recommend to use the 

transient characteristics in case 7 in order to have less frequency points compared to the cases 8 or 9. However, 

if the researchers want to focus in the R1, C1 and C2, the case 8 is better compared to the case 7 or 9. Based on 

the same technique on the Li-Ion, the estimation was achieved for the Pb and Ni-MH batteries.  
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Fig. 6.18. Error plot of Li-Ion battery for each frequency regions. 

 

         
Fig. 6.19. Error plot of Li-Ion battery for each of the parameters. 

 

 

The measured data were obtained during SOC 100% for all the batteries. In the case of the Pb battery 0 cycle, 

100 cycle, 200 cycle, 300 cycle ,500 cycle and 600cycle information were used in this study.  

 

Case 4- LF (10mHz-1Hz)/ HF (10Hz-100Hz), Case 5- LF (10mHz-1Hz)/ HF (10Hz-1kHz) 

        Table 6.20. Results of Case 4 for Pb.                               Table 6.21. Results of Case 5 for Pb. 
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Cases

R0 R1 Rn C1 C2 C∞

Parameters Measured Estimated 

R0 (mΩ) 61.3 65.1 

R1 (mΩ) 11.95 12.77 

Rn (mΩ) 53.2 50.38 

C1 (kF) 2.45 2.27 

Cn (kF) 5.36 5.745 

 C∞ (MF) 4.85 5.15 

Parameters Measured Estimated 

 R0 (mΩ) 60.5 57.96 

    R1 (Ω) 12.72 2.12 

 Rn (mΩ) 51 47.43 

C1 (kF) 2.5 2.605 

Cn (kF) 5.2 5.47 

 C∞ (MF) 4.7 4.97 
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Fig.6.20. shows the error value for each of the parameters regarding Cases 4-5. 

 

 

Fig. 6.20. Error plot of Pb battery plot for each of the parameters. 

 

Fig. 6.21 show the estimation error plot of Ni-MH battery for the parameters. Case 6 in Table 6.22. and 

case 9 in Table 6.23. shows the best estimation and generalization ability during all the estimation process. 

 

 

Fig. 6.21. Error plot of Ni-MH battery for each of the parameters. 

Table 6.22. Results of Case 6 for Ni-MH. 

Parameters Measured Estimated 

R0 (mΩ) 26.4 25.1 

R1 (mΩ) 5.9 6.22 

Rn (mΩ) 32.4 30.39 

C1 (kF) 0.68 0.71 

Cn (kF) 2.092 2.092 

 C∞ (MF) 3.76 3.76 
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Table 6.23. Results of Case 9 for Ni-MH. 

Parameters Measured Estimated 

R0 (mΩ) 28.2 29.69 

R1 (mΩ) 5.1 4.83 

Rn (mΩ) 34.1 32.56 

C1 (kF) 0.71 0.73 

Cn (kF) 2.16 2.09 

 C∞ (MF) 3.89 4.05 

 

Respectively, the frequency regions of the 2 cases for Ni-MH battery are shown as below: 

 

Case6-LF(10 mHz–1 Hz)/HF(10 Hz–10 kHz), Case 9-LF(10 mHz–10 Hz)/HF(10 Hz–10 kHz). 

 

Fig. 6.22 shows the optimal frequency region depending on the type of battery based on the matrix plot. 

Each battery is colored differently in order to distinguish the type. As explained above, the optimal cases are 4 

and 5 for the Pb battery, which has a LF range from 10 mHz to 1 Hz and a HF range of up to 1 kHz. For Ni-MH, 

the best cases are 6 and 9, which shows the fact that this battery is highly dependent in the extreme regions of 

HF up to 10 kHz and LF up to 10 Hz. Regarding the Li-Ion, the best cases are 7 and 8. At the same time, the 

case 9 can be used if the user can accept errors of up to 6.7%. Furthermore, the case 9 shows good generalization. 

However, the author recommends the cases 7 and 8 for the optimal estimation with a LF of up to 10 Hz and a 

HF with a maximum frequency of 1 kHz or 10 kHz for the case 9 frequency specified in Table 5. 

1 2 3

4 5

87
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Pb Li-Ion Ni-MH
 

Fig. 6.22. Matrix characteristics for the optimal frequency region depending on the type of battery. 

Fig.6.23 provides a simpler explanation derived from the matrix characteristics in Fig.6.22. This plot 

specify which frequency must be used in order to obtain a better estimation. For example, the Pb battery is 

recommended to be used in the LF region of up to 1 Hz but it can be used in a HF region from 10 Hz to 100 Hz 

or even up to 1 kHz. Thus, in the HF region, 1 decade or 2 decades can be used. If the user needs more accuracy, 

the data set must be studied in a frequency range with a maximum of 1 kHz but they must be aware that this 

higher frequency requires more data points, more calculation time and experiments. Thus, this needs more 

powerful hardware to handle the processing. In addition, in the case of the embedded circuit, the computational 

power is very important as less data will make it faster for the circuit in order to handle it. Thus, depending on 
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the type of the application, cost, accuracy and time, the user can choose the best regions among the recommended 

by the author. The cost/performance trade-off must be taken into account. 

Pb 

Li-Ion

Ni-MH

10Hz 100Hz 1kHz 10kHz 100mHz 10mHz 1Hz 

LF HF

 

Fig. 6.23. Optimal Frequency Bandwidth for each battery type. 

6.4 Conclusions 

In this study, the updated and improved version of the dual ANN structure for estimating the circuit 

parameters of the rechargeable batteries was introduced. As already explained in the previous study 

[142,181,197], due to the difficulty to handle a wide range of frequency, the estimation process was divided into 

a high-frequency region, which is related with the maximum chargeable/dischargeable current, and a low-

frequency region, which is closely related with SOH. With the help of ANNs, it was possible to estimate these 

variables with a small difference between the real and calculated by NN and processed in MATLAB R2018a. 

The updated algorithm with better estimation and calculation time, adaptive algorithm for a better generalization 

made possible even for different regions of frequency to estimate with high accuracy. In this study, the number 

of cycles was increased in order to make possible to study the batteries at the full range of deterioration from a 

new to totally deteriorated based on the manufacture’s datasheet. In addition, this fact helps to increase the 

generalization of the method and it can be used for future diagnosis work, related to the SOH fade. As well the 

range of discharging ratio was increased, 0.1C, 0.2C, 0.5C, 0.6C, 0.8C and 1C. It was possible to obtain an 

accurate estimation with 2% error for the Li-Ion for frequency from 10 mHz up to 1 kHz, an estimation error of 

3.3% for Ni-MH especially for high frequency regions up to 10 kHz and a minimum error of 4.1% for Pb battery 

which is based mostly in low frequency regions, with frequency up to 100 Hz or 1 kHz in case that a large 

number of data points can be obtained. The frequency points were maintained constant the same as in the 

previous study to confirm the model in case of a small amount of data. In the final step after optimizing and 

improving the algorithm and the structure of the ANN, the required inputs cells are less than 100, depending by 

the battery type, capacity, and the charging/discharging ratio. The number of neurons was changed a little 

comparing from the previous work, as in the hidden layer for the high-frequency structure 32 neurons and in the 

low-frequency region is 28 neurons. Through this study, it was possible to investigate further the relation of the 

frequency regions with parameters value of the proposed ECM. The accuracy and generalization were improved 

as shown in Appendix, Table A1. The estimation was calculated in just a few seconds. The future work will be 

the focus on obtaining a more reliable and accurate model from a practical device during dynamic loads. As well 

using parameters like OCV waveform and capacity fade, as online-adaptive parameter approach with the help 

of ANN [143,151,188,202,203,204], based on an arbitrary waveform will be investigated for the real-time 

diagnosis. 



  

116 

 

The main contribution of the author regarding the problems in this chapter are based on these 

publications: 

1) Published Journals 

a) M. Bezha, R. Gondo, N. Nagaoka, “An Estimation Model with Generalization Characteristics for 

the Internal Impedance of the Rechargeable Batteries by Means of Dual ANN Model”, MDPI 

Journal of Energies 2019, Vol.12, Special Issue 5, 948, pp.1-22. 

2) International Conference Papers  

a)  M. Bezha, R, Gondo, N. Nagaoka, “A Dual ANN Model for Estimation of Internal Impedance of 

rechargeable cell battery”, IEEE 53rd International Universities Power Engineering Conference, 

UPEC2018 Glasgow, Scotland, 4th-7th September (2018). 

b) M. Bezha, N. Nagaoka, “An ANN Model for Estimating Internal Impedance of Lithium-Ion Battery 

Cell for Industrial Application”, IEEE 21st International Conference on Electrical Machines and 

Systems ICEMS2018, KIEE, IEEE &IEEJ Committee, JEJU Korea, 7-10 October (2018). 

c) Ryo Gondo, M. Bezha, Makoto Ishii, Takahiro Shoda, Tomoyuki Suzuki, N. Nagaoka, 

“Development of Scaled Simulator for Designing Power Storage System”, IEEE 54th International 

Universities Power Engineering Conference, UPEC 2019, Bucharest, Romania, 3rd-6th September 

(2019). 

d) M. Bezha, N. Nagaoka, “A fast diagnosis for classification of re-used Li-Ion batteries for PV and 

EV systems by the ANN model”, IEEE 8th Global Conference on Consumer Electronics-GCCE 2019, 

Osaka, Japan, 15-18 October (2019). 

e) K. Yamamoto, M. Bezha, Y. Baba, N. Nagaoka, "Investigation of voltage and current measurement 

of Li-Ion battery with a BMS" 13th ISET/ISS & 6th ISLH Conference, Chonburi, Thailand, 29-30 

November (2019). 
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7. Conclusions 
7.1 New features of this study (theoretical and practical usage for Industrial applications) 

 

In this thesis, important investigations and progress were made in the field of rechargeable batteries for 

practical applications, which finds terrain for real implementation in industrial field and at the same time in the 

progress of new ideas and approaches of scientific research. Although Li-Ion batteries have been used in real 

applications, still it can be considered an immature technology from most of the researchers. This gives the 

opportunity to investigate wide range of problems and difficulties. Considering this fact, the author proposed 

new methods by combining previous conventional methods with some new approaches and models. By 

observing the results of previous methods and their drawbacks, it was possible to understand where it is needed 

to make further investigations. The difficulty for real time SoC estimation and accurate estimation was overcame 

in Chapter 4. Different variables should be considered in order to express an accurate and reliable value of the 

actual SoC, such as the deterioration of the battery, the ratio of charging/discharging, waveform of the charging 

current, temperature of the total systems which includes the battery cell/module up to pack. These effects were 

investigated and included in the final model. One of the challenges for an accurate SoC estimation in the 

conventional methods is the necessity for correct initial SoC value. However, with the proposed method, based 

on the advance SoC estimation through the ANN model, this initial value is not required. The accuracy is very 

high, with average error in the range of 1.5% to 3.8% based on different ANN structures the author has 

investigated. Another difficulty of the SoC estimation is the initial value, where the conventional methods need 

this value, otherwise it will accumulate error overtime. An SoC estimation model, which can be applicable for 

different chemistry type for the secondary batteries known as rechargeable batteries, was proposed in this thesis. 

The level of reliability and security for the overall system cannot be expressed by investigations on a single cell. 

The characteristics of the battery module or pack have to be clarified. It was seen as an important matter from 

the author to investigate the BMS effect in the overall system. A single cell and 3 series-connected cells with a 

BMS were used in this thesis. Their applicability and advantages were shown, also the criteria of min/max 

voltage and over-charging/discharging was evaluated for the best performance. A new BMS circuit was proposed 

just for this research. As well the MTC device was improved in order to handle higher voltage which can test 

battery modules/pack. By improving the MTC device it was possible to develop and propose a scaled down 

simulator for the design of power storage system. This method shows the possibility to test a single battery cell 

of Li-Ion 18650 cylindrical type instead of whole battery pack. This means that it can be used as a cost-efficient 

method to test any power storage system before it can be built in 1:1 ratio. It was confirmed that the applicability 

field is limitless, application as PV system, wind turbine or even in EV battery pack. The quality and performance 

were elevated and fast. The computing power of the improved MTC is the same the previous model, handled by 

PIC MA350 microprocessor. Another important feature is the mobility of this system, which can be transported 

everywhere due to its small size. The application fields of the developed simulator are not restricted, because the 

developed simulator has a capability of arbitrary current control, i.e., waveform, amplitude, duty cycle. From 

the above, the developed simulator in this paper can contribute to the efficient operation and optimum design of 

the storage system by providing useful information to the system design. In addition, the developed simulator 

can contribute to the investigation of prolonging the battery life and SOC estimation, since the simulator uses a 

practical battery. 

 Through the help of ANN algorithm which was the core of the software for each of the estimation, it was 

possible to make a real time approach and calculation just in matter of few seconds up to 2 minutes in the worst 

case. And the necessity of the initial SoC was not required to make an accurate estimation. In terms of computing 

power, a medium PC was used which helps to accelerate the training phase, but when it come to the estimation 

phase even low computing power is required which helps for the cost reduction of the total system. During the 

training, validation and testing phase the NN structure showed robustness and stability by handling thousands of 
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vectors and samples. The most important part of the SoC estimation was the proposed advance SoC estimation. 

The proposed method is based on adaptive ANN model which asymptotically achieves optimal error rates for 

realizing stochastic rules.  In addition, the number of input cells are drastically reduced up to 1/4 comparing to 

the previous model. The estimation can be concluded in the range from 15 to 29 seconds by 34% faster than that 

of the previous method on single cell or battery pack, and maintained stable during all the tests. 

In chapter 5 was proposed a new model of SoH estimation based on few parameters which were used as 

input data for the ANN structure. Model based on voltage & current waveform and number of cycles were 

introduced. From single cell to pack system an investigation was made. As different battery chemistries were 

tested to increase the generalization of the model. These models were successful and accurate. It was possible to 

study new batteries up to full deteriorated one, as important process of understanding the deterioration speed and 

scale for battery by observing different parameters and trying to explain the physical meaning of each experiment 

and result. This helped to for the classification process of the re-used batteries, where the main focus was to find 

the most efficient time of switching the application field of the re-used batteries, in terms of cost-performance 

characteristics. Trying the find, the best evaluation point to switch from EV system to HEV and finally to less 

current drain applications as in case of Stationary storage system, where the capacity fade is the main concern. 

Of course, here the BMS was used in case of pack system. All these behaviors were inserted in the NN logic in 

order to create and correlate such nonlinear patterns and trying to explain the result obtained in case of the 

incorporated BMS module. At the same time a practical research was investigated in EV application. By just 

using two non-related information as speed and battery cell’s voltage it was possible to estimate with elevated 

accuracy the power consumption. And as a conclusion the energy was estimated. Making possible this estimation 

means to give the user any possible information which in terms of practical usage and applicability for the driver 

shows the possible mileage of the automobile and its actual SoH. Of course, in the automobile market already 

exist few different services which can diagnosis the battery’s health, but the innovation of this model was based 

by the estimation of SoH considering only two simple data which can be easily obtained through the sensors 

without any extra cost. And most important this diagnosis can be made in real time during operation of the car. 

This means that it is not necessary to stop the utilization of the car for few hours during the diagnosis made in 

the shop services. The further utilization of this method is not yet defined, because this model was shown as a 

good approach for the classification of the old batteries. It can be possible to classify an accurate level of 

deterioration of the battery cell/module, which means it can identify even single or specific group of cells which 

are most deteriorated amongst the total group of batteries. Doing this it is possible to increase the level of security 

for the total system without the need to swap all the battery pack, as a cost-efficient approach. As a matter of 

fact, an evaluation of the most relevant equivalent circuit model was necessary for this thesis. 

In Chapter 6 was proposed few different ECM related with their mathematical modelling. A procedure of 

the parameter estimation was explained which includes the physical meaning of the variables which composes 

the ECM. The internal impedance can be expressed by a resistor, which expresses the voltage drop in a high 

frequency region, and some RC parallel circuits, which expresses the transient characteristics of the battery. The 

internal impedance is known as an index of the battery deterioration. C∞. Based on different problems and the 

required accuracy or level of complexity a 2nd order or 3rd order model is more than acceptable for elevated 

quality of estimation. Specifically, this chapter was mainly focused to help the researchers for a theoretical 

approach based on the practical observation obtained from the experimental results. The main focus in this part 

was to find the optimal frequency regions (OFR) for each batter type, respectively Li-Ion, Pb and Ni-MH cells. 

This can explain and estimate the deterioration of the batteries based on the values of the ECM parameters. 

The OFR was divided in two main regions respectively low and high frequency, and in total 9 case were 

introduced as possible combinations. Each of the variables which compose the ECM respectively second and 
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third order were used as robust and acceptable ECM order in order to explain any possible physical behavior and 

reaction of the batteries. As already explained in the previous study due to the difficulty to handle a wide range 

of frequency, the estimation process was divided into a high-frequency region, which is related with the 

maximum chargeable/dischargeable current, and a low-frequency region, which is closely related with SoH. The 

updated algorithm with better estimation and calculation time, adaptive algorithm for a better generalization 

made possible even for different regions of frequency to estimate with high accuracy. As well the range of 

discharging ratio was increased, 0.1C, 0.2C, 0.5C, 0.6C, 0.8C and 1C. It was possible to obtain an accurate 

estimation with 2% error for the Li-Ion for frequency from 10 mHz up to 1 kHz, an estimation error of 3.3% for 

Ni-MH especially for high frequency regions up to 10 kHz and a minimum error of 4.1% for Pb battery which 

is based mostly in low frequency regions, with frequency up to 100 Hz or 1 kHz in case that a large number of 

data points can be obtained. The estimation was calculated in just a few seconds. 

 Through this study, it was possible to investigate further the relation of the frequency regions with 

parameters value of the proposed ECM, without reducing the accuracy and the generalization ability of the ANN. 

The proposed methods are applicable to  real time diagnosis applications and to offline processing. The 

quality and credibility of the work was continuously confirmed by the comparison with experimental results. 

The author has proposed new deterioration diagnostic methods and approaches for secondary batteries, which 

are totally different from conventional methods. Proposal of new idea, which resolves actual problems of this 

field, and provision of the opportunity to investigate new problems are the main goal of the author.  

The proposed methods based on this study open the door to new application fields of the secondary battery 

from academic perspectives to industrial applications. 
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8. Appendix  
8.1 Analysis of the devices and graphs 

Based on the historical data Dr. Konig concluded that their main purpose was for electroplating gold and 

silver jewelry for the high elite society. Figs. A.1 shows the Baghdad battery, (P. Craddock. Metallurgy Expert, 

British Museum).         

 

                                                Fig. A.1. Original photo of Parthian battery and components 

The proposed “near-shore aggregation” SEI formation mechanism, which explained in detail in [85]. This 

“solution-mediated” mechanism instead of the “surface-mediated” mechanism would allow the formation of 

several tens of nanometer-thick SEI film, as shown in Fig, A.2 

 
Fig. A.2. The proposed “near-shore aggregation” SEI formation mechanism – Ushirogata at al. [85]. 

Analysis and contribution of the work where Figs. A3 and A4. shows the devices used to obtain the 

experimental data used for the training of the ANN. 

                              
                Fig. A.3. Thermo-hygrostat.                                   Fig. A.4. Evaluation system AS-510-LB4. 

             (HIFLEX KEYFLESS TL401E) 
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As already explained in the Author Contributions, most of the data were obtained by these devices, but in 

the same time extra data were obtained through the multi-type Secondary-Battery Charger/Discharger by 

Arbitrary Current Waveform. From this device extra experiments were conducted for waveforms different from 

CCCV mode, pulse current where used. Also, different charging/discharging ratio was conducted as: 0.1C, 0.2C, 

0.3C, 0.5C, 0.8C, 1C, as shown in Fig. A5. The range of the experiments where conducted from a new battery 

to a full deteriorated as specified in the official specification, from 0 cycle to (500–600) cycle.   

Fig. A6 shows extra information during CCCV discharging process. The author would like to investigate 

further the effect of ratio in the deterioration effect of the batteries related to the values of the internal resistance. 

Temperature as well-known variable which reduce the lifetime of the battery, should be inserted in the nonlinear 

characteristics. Also, other experiments based on the pulse waveform are conducted by the author, in future 

works these experiments will compare the effect of the pulse charging or any arbitrary waveform for a practical 

application in EV batteries.  

 

 
 

Fig. A.5.  CCCV Discharging for different current ratio  

 

 
Fig. A.6.  CCCV Discharging info at 21°C, 2.4A=0.75C ratio, 216 cycle, External Resistance=40mΩ 
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          Fig. A.7. Experimental Voltage & Current waveforms. 

 

Fig. A.8. Zoomed image of the estimated test voltage 

 

 

Table A.1. Comparison of accuracy between previous and actual stage of this study, related with Chapter 6. 

Studies Li-Ion Error (%) Pb Error (%) Ni-MH Error (%) 

Previous study [142] 3 4.9 4.5 

Results of actual study # [136] 2 4.1 3.3 

                                    # Related with the results shown in chapter 6, [136] 

 

Table A.2. Different Levels of automotive electrification, explanation for chapter 2[3] 
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Fig. A.9 shows the industrial manufacturing process a cylindrical-cell. The schematic of the assembly cells is shown in details as below. It is important to 

emphasize the fact that this manufacturing process is complex due to security protocols. 

 
Fig. A.9. General schematic for cylindrical cell assembly, several steps such as beading a ledge near the top of the can to seal the cell cap, the cap assembly itself 

[4]. 
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Fig. A.10. General schematic for prismatic cell assembly, several steps such as beading a ledge near the top of the can to seal the cell cap, the cap assembly itself 

[4]. 
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.          Fig. A.11. Block diagram connection for the devices used for the EV simulation, electronic loads, UPS, DC-DC converters 
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.          Fig. A.12. Extra details of the block diagram connection for the EV battery pack simulation, electronic loads, UPS, DC-DC converters
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Fig. A.13. Devices used for the EV simulation, electronic loads, UPS, DC-DC converters 

8.2 BMS circuits and components 

The BM3451 works constantly to monitor each cell’s voltage, the current of charge or discharge, and the 

temperature of the environment to provide overcharge, over-discharge, discharge overcurrent, short circuit, 

charge overcurrent and over-temperature protections, etc.  Besides, it also can change the protection delay time 

of overcharge, over-discharge and discharge overcurrent by setting the external capacitors. The BM3451 

provides external bleeding for cell-capacity balance function to avoid unbalanced capacity between each cell. 

Thus, the batteries can work for longer. 

 Extended function module embedded in the BM3451 ICs makes them work, for increased number of battery 

packs with multiple chips, and they can protect 6-cell batteries or even more than 6-cell batteries. 

It introduces features like: 

1) High accuracy voltage detection for each cell. 

➢ Overcharge threshold        3.6V~ 4.6 V with accuracy: ±25mV (+25°C) / ±40mV (-40°C to +85°C) 

➢ Overcharge hysteresis              0.1 V with accuracy: ±50mV 

➢ Over-discharge threshold   3.6V~ 4.6 V with accuracy: ±80mV 

➢ Over-discharge hysteresis  0V/0.2V/0.4V with accuracy: ±100mV 

2) Three grades voltage detection of discharge overcurrent 

➢ discharge overcurrent 1             0.025 V ~ 0.30 V    (50 mV step) 

➢ discharge overcurrent 2             0.2 V / 0.3V / 0.4V / 0.6 V 

➢ short circuit                                          0.8V / 1.2 V 

3) Charge overcurrent detection 

➢ detection voltage               -0.03V / -0.05V / -0.1V / -0.15V / -0.2 V     

4) 3/4/5 cell protection enable 

5) Setting of output delay time 

➢ overcharge, over-discharge, discharge overcurrent 1 and discharge overcurrent 2 protection delay 

time can be set by external capacitors 

6) Supports external bleeding for balance  

7) Controlling the state of charge or discharge by external signals  
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8) The maximum output voltage of CO / DO: 12V  

9) Over-temperature protection 

10) Breaking wire protection 

11) Low power consumption  

➢ operation mode (with Temp protection）25 μA typical 

➢ operation mode (without Temp protection）15 μA typical 

➢ sleeping mode 6 μA typical 

 

Regarding the function description for the few features are explained as below: 

1) Overcharge, 

During charging, VIN >V OVCC  when IC doesn’t work in the state of charge overcurrent, If any of VC1, 

(VC2-VC1),  (VC3-VC2),  (VC4-VC3)  and  (VC5-VC4)  is  higher  than  V DET1  and  lasts  longer  than  T 

OV, BM3451 chip considers that the batteries work in the state of overcharge, the output voltage of CO will 

become to high resistance from high level, and then it will be pulled down to low level by external resistor.  

The charge MOSFET will be turned off and stop charging.    

2) Over-discharge, 

  During discharging, VIN<V OVCC when IC doesn’t work in the state of discharge overcurrent. If any of VC1, 

(VC2-VC1), (VC3-VC2), (VC4-VC3) and (VC5-VC4) is less than V DET2 and lasts longer than TOVD. BM3451 

chip considers that the batteries work in the state of over-discharge and the output voltage of DO will turn to 

GND. The discharge MOSFET will be turned off and stop discharging, then the chip will enter sleeping mode. 

The over-discharge protection state will be released if any of the next conditions occurs:  

a)  VM =0mV, all cells’ voltage is higher than VREL2 and stays a period of time TREL2.   

       b)  VM <-100mV (connecting to the charger), all cells’ voltage is higher than VDET2 and stays a period        

             of time TREL2.  

3) Discharge Overcurrent 

During discharging, the current varies with the load. The voltage of VIN becomes higher with the current 

increasing. When the voltage of VIN is higher than VOC1 and stays longer than TOC1, we think the IC works in 

the state of discharge overcurrent 1; When the voltage of VIN is higher than VOC2 and stays longer than T OC2, 

we consider the IC works in the state of discharge overcurrent 2; When the voltage of VIN is higher than VSHORT 

and stays longer than TSHORT, we think the IC works in the state of short circuit. When any of the three states 

occurs, the output voltage of DO changes to low level to turn off the discharge MOSFET and stop discharging. 

At the same time, R VMS which is the inner pulling down resistance of VM is connected, and we know that VM 

is pad which we can lock the output voltage of DO by when chip works in the state of over-current discharge. 

Usually VOC1 < VOC2 < V SHORT, TOC1 > TOC2 > TSHORT. When IC works in discharge overcurrent, the output 

voltage of DO is locked in low level. The discharge overcurrent protection state will be released when disconnect 

the load.    

4) Charge Overcurrent    

During charging, if the current is biggish with VIN<VOVCC and stays longer than TOVCC, the BM3451 chip 

considers that the batteries work in the state of charge overcurrent, the output voltage of CO will be pulled down 

to low level and the charge MOSFET will be turned off and stop charging. Charge overcurrent protection will 

be released when we disconnect the charger. 
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5) Balance Function 

Cells’ balance function is used to balance the cells’ capacity in a pack.  When all voltages of VC1, (VC2-VC1), 

(VC3-VC2), (VC4-VC3) and (VC5-VC4) are lower or higher than VBAL, all the external balance discharge 

circuits will not work. Otherwise the cell, whose voltage is higher than VBAL, will turn on the external discharge 

circuit and make its voltage lower than VBAL. During charging, If the highest voltage of five cells enters 

overcharge state and its cell balance circuit turns on, the charge control MOSFET turns off and the external 

discharge circuit works and makes the battery voltage fall down to VREL1 which is the overcharge release 

threshold, then turn on the charge control MOSFET for continuing charge. For a long enough time of charge and 

discharge cycles, the voltages of all cells will reach to more than VBAL, and avoid the capacity differences 

between batteries. 

6) Over-temperature   

The thermostat resistor connecting to NTC pad is used to induct the pack’s temperature, the resistor connecting 

TRH pad is used to set the reference of over-temperature protection.  Assuming the resistance of NTC is RNTC   

when the pack gets to the temperature of charge over-temperature protection, and then we set the resistance  

RTRH of TRH be RTRH =2* RNTC. The over-discharge protection temperature is the temperature when the 

resistance of NTC become to 0.54* RNTC. We can set the temperature of charge and discharge protection by 

changing the value of RTRH. 

7) Breaking wire protection 

In case that one or multi wires of VC1, VC2, VC3, VC4 and VC5 are detected cut from the batteries by the 

BM3451 chip, the IC will consider it enters a state of breaking wire, then CO will be in high resistance and DO 

will turn to GND level, then the IC enters low consumption state. When the breaking wires are connected 

correctly again, the IC will exit breaking wire protection. Specially attention, regardless one chip application or 

multi-chip application, the GND pin must not be open from the battery, or the IC cannot operate normally, and 

it cannot protect correctly. 

 

  
Fig. A.14. Block diagram of BM3451 
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Fig. A.15. BM3451 with 3-cell application (SET connected to GND) ---with balance function 

 

 

Fig. A.16. BM3451 with 3-cell application (SET connected to GND) ---without balance function 
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Fig. A.17. BM3451 with 4-cell application (SET connected to GND) ---with balance function 

 

 

Fig. A.18. BM3451 with 4-cell application (SET connected to GND) ---without balance function 
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Fig. A.19. Operation Timing chart during Overcharge/Over-discharge Protection with BM3451 

 

 

 
Fig. A.20. Operation Timing chart during Discharge Overcurrent/Short circuit charge/ Overcurrent Protection 

with BM3451 
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Another important component for the design of the 3S BMS type is switching control block, where it was 

based on the usage of the STD95N3L (LH6) Power MOSFET. It has the required specifications and features for 

the development of one of the used BMS proposed in this study, as: 

➢ Extremely low on-resistance RDS(on) 

➢ Low gate drive power losses 

➢ High avalanche ruggedness 

Due to the new gate structure based on the 6th generation of design rule of STs, STripFETTM technology, the 

resulting power MOSFET exhibits the lowest RDS(on), which makes it suitable for a demanding DC-DC converter 

application as BMS, where high power density has to be achieved. 

 

Table A.3. Specification of STD95N3L (LH6) Power MOSFET 

 

 

Table A.4. Switching on/off (inductive load) STD95N3L (LH6) 

 
 

 

Table A.5. Source drain diode STD95N3L (LH6) 

 
  1. Pulse width limited by safe operating area 

             2. Pulsed: pulse duration=300μs, duty cycle 1.5% 
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                             (a)                                                                                     (b) 

Fig. A.21. Switching times test circuit for resistive load (a), Gate charge test circuit composition (b). 

 

                   

                             (a)                                                                                     (b) 

Fig. A.22. Test circuit for inductive load switching and diode recovery times (a), Unclamped Inductive load test 

circuit (b). 

In this study a single cell BMS, standalone line Li-Ion battery charger with thermal regulation was proposed 

by the author. Two type of MOSFET were used for single cell BMS, LTC4054 and LTH7. These MOSFETs are 

a complete constant-current /constant-voltage linear charger for single cell Li-Ion batteries. Due to the low 

external component count makes them suitable for portable applications, small size- embedded circuits. As well 

no external sense resistor is needed, and no blocking diode is required due to the internal MOSFET architecture. 

Thermal feedback regulates the charge current to limit the die temperature during high power operation or high 

ambient temperature.  

 

        Features as: 

➢ Programmable charge currents up to 1A 

➢ Compete linear charger for single cell Li-Ion 

➢ CCCV operation with thermal regulation to maximize charge rate without risk of overheating 

➢ Preset 4.2V charge voltage with ±1% accuracy 

➢ Automatic recharge 

➢ Charge status output pin 

➢ C/10 charge termination 

➢ 25μA Supply current in shutdown 

➢ 2.9V Trickle charge threshold 

➢ Soft-start limits inrush current 
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Fig. A.23. Block diagram of LTC4054-LTH7 

 

                      

                                       (a)                                                                 (b) 

Fig. A.24. Full Featured Single Cell Li-Ion Charger (a), Basic Li-Ion Charger with Reverse Polarity Input 

Protection (b). 

 

                         

                (a)                                                         (b) 

Fig. A.25. 800mA Li-Ion Charger with External Power Dissipation (a), USB/Wall Adapter Power Li-Ion 

Charger (b). 
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Fig. A.26. State diagram of a typical charge cycle 

 

Regarding the normal operation protocols: 

The LTC4054 is a single cell lithium-ion battery charger using a constant-current/constant-voltage algorithm. It 

can deliver up to 800mA of charge current (using a good thermal PCB layout) with a final float voltage accuracy 

of ±1%. The LTC4054 includes an internal P-channel power MOSFET and thermal regulation circuitry. No 

blocking diode or external current sense resistor is required; thus, the basic charger circuit requires only two 

external components. Furthermore, the LTC4054 is capable of operating from a USB power source. 

➢ Normal Charge Cycle 

A charge cycle begins when the voltage at the VCC pin rises above the UVLO threshold level and a 1% program 

resistor is connected from the PROG pin to ground or when a battery is connected to the charger output. If the 

BAT pin is less than 2.9V, the charger enters trickle charge mode. When the BAT pin voltage rises above 2.9V, 

the charger enters constant-current mode, where the programmed charge current is supplied to the battery. When 

the BAT pin approaches the final float voltage (4.2V), the LTC4054 enters constant-voltage mode and the charge 

current begins to decrease. 

➢ Controlling charge current 

The charge current is programmed using a single resistor from the PROG pin to ground. The battery charge 

current is 1000 times the current out of the PROG pin.  The program resistor and the charge current are calculated 

using the following equations: 

 

1000 1000
, ,PROG CHG

CHG PROG

V V
R I

I R
= =           (A1) 

 

The charge current out of the BAT pin can be determined at any time by monitoring the PROG pin voltage using 

the following equation: 
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 1000PROG
BAT

PROG

V
I

R
=            (A2) 

➢ Charge Termination 

A charge cycle is terminated when the charge current falls to 1/10th the programmed value after the final 

float voltage is reached. This condition is detected by using an internal, filtered comparator to monitor the PROG 

pin. When charging, transient loads on the BAT pin can cause the PROG pin to fall below 100mV for short 

periods of time before the DC charge current has dropped to 1/10th the programmed value. The 1ms filter time 

(tTERM) on the termination comparator ensures that transient loads of this nature do not result in premature charge 

cycle termination.  Once the average charge current drops below 1/10th the programmed value, the LTC4054 

terminates the charge cycle and ceases to provide any current through the BAT pin. In this state, all loads on the 

BAT pin must be supplied by the battery. 

➢ Automatic Recharge 

Once the charge cycle is terminated, the LTC4054 continuously monitors the voltage on the BAT pin using 

a comparator with a 2ms filter time (tRECHARGE). A charge cycle restarts when the battery voltage falls below 

4.05V (which corresponds to approximately 80% to 90% battery capacity). This ensures that the battery is kept 

at or near a fully charged condition and eliminates the need for periodic charge cycle initiations. CHRG output 

enters a strong pulldown state during recharge cycles [205-207]. 

➢ Power Dissipation 

The conditions that cause the LTC4054 to reduce charge current through thermal feedback can be 

approximated by considering the power dissipated in the IC. Nearly all of this power dissipation is generated by 

the internal MOSFET—this is calculated to be approximately: 

( )D C BAT BATP VC V I= −            (A3) 

where PD is the power dissipated, VCC is the input supply voltage, VBAT is the battery voltage and IBAT is 

the charge current. The approximate ambient temperature at which the thermal feedback begins to protect the IC 

is: 

120A D JAT C P = −             (A4) 

Because of the small size of the ThinSOT package, it is very important to use a good thermal PC board layout 

to maximize the available charge current. The thermal path for the heat generated by the IC is from the die to 

the copper lead frame, through the package leads, (especially the ground lead) to the PC board copper. The PC 

board copper is the heat sink. The footprint copper pads should be as wide as possible and expand out to larger 

copper areas to spread and dissipate the heat to the surrounding ambient. 

Another power management chip used in this study was the Mobile chip HT4936s, N-Channel 22-V, SOP 16 

Type. The HT4936S is a monolithic, mobile power management chip that uses advanced charge-and-discharge 

port sharing and synchronous rectification with low external components and excellent performance. Form a 

good 1A-in / 1A-out 4LEDs mobile power. 

Features as: 

➢ Built-in maximum 1A linear charging mode, charging current adjustable externally; 
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➢ Trickle / constant current / constant voltage three-stage charging, 4.20V / 4.35V optional support 0V 

battery charge; 

➢ Built-in charging can automatically reduce the charging current according to temperature rise, 130 

degrees began to decline, the minimum can be reduced to 0; 

➢ Step-up using synchronous rectification circuit, the highest efficiency over 90%, low heat, fixed 5.1V 

output, do not need external Resistance setting  

➢ Boost output current 1A (BTP = 3.6V); 

➢ With constant power output function, a complete over current, short circuit protection, built-in 

temperature protection automatically stop temperature rise over-temperature; 

 

 
Fig. A.27. Block diagram of HT4936s IC mobile chip 

 

The S-8254A Series is a protection IC for 3-serial- or 4-serial-cell lithium-ion / lithium polymer rechargeable 

batteries and includes a high-accuracy voltage detector and delay circuit. The S-8254A Series protects both 3-

serial or 4-serial cells using the SEL pin for switching 

Features as: 

➢ High-accuracy voltage detection for each cell 

➢ Three-level overcurrent protection 
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➢ Delay times for overcharge detection, over discharge detection and overcurrent detection 1 can be 

set by external capacitors (delay times for overcurrent detection 2 and 3 are fixed internally). 

➢ Switchable between a 3-serial cell and 4-serial cell using the SEL pin 

➢ Charge/discharge operation can be controlled via the control pins. 

➢ Power-down function available 

➢ High-withstand voltage Absolute maximum rating = 26 V 

➢ Wide operating voltage range 2 V to 24 V 

➢ Wide operating temperature range −40°C to + 85°C 

➢ Low current consumption, During operation 30 μA max. (+25°C), During power-down 0.1 μA max. 

(+25°C) 

➢ Lead-free, Sn100%, halogen-free 

 

 

 

Fig. A.28. The block diagram of battery protection S8254A IC for 3 serial or 4 serial Cell pack  
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Fig. A.29. Pin configuration of S8254A IC 

 

Table A.6. Absolute maximum ratings of S8254A IC chip 
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8.3 Work under progress and future challenges  

The author is working on the new circuit which will have better performance comparing to the improved 

MTC model, as well most of the experiments were conducted using the improved circuit. The new model v.5.1.0 

has higher voltage operation comparing the old version v.4.2.1which was limited up to 9V, where the new one 

can operate up to 12.6V, which allows using the 3S4P BMS up to a nominal voltage of 12.6V. Also, the interface 

and menu are changed by giving more freedom in terms of battery selection, type of operation CCCV, pulse or 

arbitrary for different combinations of battery connections such as in series or parallel. 

   

(a)                                                                                 (b) 

Fig. A.30. Interface of the improved MTC first page (a) and battery selection menu (b) 

In fig A.31 is show the developed BMS which works for 4 cells connected in series, and up to 5 modules in 

parallel, it is connected with a small LED indicator that shows the actual SoC of the total pack. As well cell’s 

information can be obtained in the small 5 pin socket selected in the red square in Fig A.31. The total current 

output of this BMS can reach up to 30A, which shows a great advantage for the scale-down simulator of the 

stationary battery storage system, and it can be used as a benchmark test. 

 

 

       Fig. A.31. New proposed BMS 4S2P connection  

 

SoC pack 

LED indicator 

Pinout for the 

Voltage Data 



  

142 

 

In Fig. A.32 is shown the prototype for the ultimate proposed PCB circuit which can diagnosis the 

rechargeable batteries in real time or based on offline processing model. It shows very aggressive performance 

in term of computing power, IO variety and wide opportunity for updates regarding the software or even 

hardware upgrades as Wi-Fi remote controller, monitoring and data acquisition operation. 

 

Fig. A.32. Proposed PCB for the diagnosis of rechargeable batteries, first phase of prototype. 
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